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Abstract

In this paper | shall show how with syntax defined as the presive
projection of semantic representations along the lefttridjmension pro-
vided by the sequence of words, natural explanations carrdaaéded for
scrambling of NPs in Japanese which follows from generalqgipies of tree
growth, retaining an integrated characterisation of lacal nonlocal scram-
bling, which nevertheless captures the differences betiream. In place of
concepts of movement, concepts of structural underspatdit represent-
ing partial semantic representations are invoked, witlwfiof such struc-
ture within a derivation following the time-linear dynamiof parsing. The
explanation of scrambling will involve linear order irredily.

*This paper has evolved over several presentations, to tambtional Conference of Logic and
Language Pet 2002 with Masayuki Otsuka and Eleni Gregatuetaki, to subsequent discussions
with students and colleagues, and to the VIth Internatigvi@kshop in Linguistics at the University
of the Basque Country, Vitoria-Gasteiz July 2003. | wishxpress my particular thanks to Masayuki
Otsuka, Eleni Gregoromichelaki for their input in early aissions, to Ronnie Cann for regular
on-line support in developing the ideas in this paper, toigd Meyer-Viol for forcing me to be
clear about the formal substance of what | want to expresst@these and Jieun Kiaer, Akiko
Kurosawa, Mary Dalrymple, Lutz Marten, Justin Charity, i8thiru Okajima, Darryl Turner, and
Hiroyuki Uchida for helpful comments as the analysis hadwad | also wish to thank Hiroto Hoshi
for considerably sharpening my appreciation of currenammtiling issues, and to him, Jun Abe,
Jieun Kiaer, and Udo Klein for detailed comments on a previeersion. None of these need take
responsibility for the mistakes and misconceptions thahtiemain, despite their help in removing
some of them.



1 The Challenge of Japanese

While it is universally assumed that people process langirgaut in real time and
on a broadly sequential basis, the dynamics of this proseseriy generally not
reflected in the underlying grammar formalidnByntactic systems are, in all or-
thodox formalisms, neutral with respect to any applicatiaich they are taken to
underpin. In this paper, | argue to the contrary that natarejuage syntax should
transparently reflect the process of parsing in real timiéngaas a case study the
phenomenon of scrambling in Japanéd&’hat | shall demonstrate is that the vari-
ous syntactic puzzles posed by Japanese scrambling caivbd by shifting into
this more dynamic parsing-oriented perspective. Cerartilé explanation will be
the concept of structural underspecification associatéldl edrly stages in a pars-
ing process, and the subsequent resolution of such undé#iegeaspects during
the process of constructing an interpretation for a stritigzse two concepts in
combination will replace altogether syntactic movementicks. The result will
be a non-movement account of syntax which directly refléwtsiynamics of lan-
guage processing - an analysis in the strong competendgadna@ee Fodor et al
1974, Phillips forthcoming).

1.1 Scrambling

Despite having been the focus of a great deal of attention aveextended pe-
riod, including Saito 1985, 1992, 2003, BoSkovit and Tedshi 1998, Saito and
Fukui 1998, Karimi(ed.) 2003, scrambling remains someitihan enigma&. The

term ‘scrambling’, which goes back to Ross 1972, is a coven fer a range of
word-order variation effects. It is perhaps most strikindisplayed in verb-final
languages such as Japanese, where all noun phrases meslepttee verbal com-
plex? and, at first glance, there is apparent freedom in the ordénesfe noun

Hausser 1989 is a notable exception, from whom the ti&mm-linearis due, as are Phillips
1995, Kempson et al 2001, Schneider 2001.

2The incremental nature of Japanese processing (confirmeerimentally by Kamide and
Mitchell 1998, Ferreira and Yoshita 2003) is hard to modaleg standard assumptions, since the
head-driven parsers which reflect orthodox grammar fosmadi would suggest, contrary to fact, that
hearers should be forced to wait until the end of a sentenfeébbeing able to project any struc-
ture, making these languages relatively hard to procese (M&zuka 1990, Pritchett 1992, Inoue
and Fodor 1995, Berwick and Fong 1995, Schneider 2001 favioggattempts to reconcile the self-
evident lack of difficulty experienced by speakers in paysiapanese with orthodox assumptions
about Japanese syntax.)

3In this paper, | shall consider only Japanese scramblingtHaugeneral style of analysis will
apply in other languages also.

“In conversation, NPs and other constituents can follow #v&,vbut as argued by Sells 1998,
these are elliptical fragments, and not part of the coreeseet



phrases. The problem is that some forms of interpretatimm ome positions are
constrained by word order; and other forms of interpretafiom other positions
are not. Yet these two forms of interpretation are not complatary. In simple
clauses, anaphoric expressions might initially appearaieeho be preceded by
their antecedent. The reciprocatagai as used in possessive constructions, for
example, can, in simple sentences, be associated with sutieeedent apparently
irrespective of the thematic role of either its containimgression or its antecedent
as long as the antecedent precetlés:

(1) Taroo to Hiroto-ga otagai-no sensei-o0  hihansita (koto)
Taro and Hirotoyoas each-othergy teacheprco criticised fact

‘Taro and Hiroto criticised each other’s teachers.’

(2) “?Taroo to Hiroto-o  otagai-no sensei-ga  hihansita (koto)
Taro and Hirotosoc each-othetgy teachegoys criticised (fact)

Taro and Hiroto, each other’s teachers criticised.

(3) Taroo to Hiroto kara otagai-no hahaoya-ga hon-o
Taro and Hiroto from each-othetigy mothewoys booksco
karita (koto)
borrow

From Taro and Hiroto, each other's mother borrowed books.

(4) ?*otagai-no sensei-ga  Taroo to Hiroto-o  hihansita (koto)
Each othergy teachexopps Taro and Hirotosc criticised fact

‘“*Each other’s teachers criticised Taro and Hiroto.’

(5) Johnga Taroo to Hiroto-ni otagai-o syookaisita
Johnvoy Taro and Hirotoparrvre each othefoe introduced

John introduced Taro and Hiroto to each other.

(6) *Johnga otagai-o Taroo to  Hiroto-ni syookaisita
Johnvoy each otheice Taro and Hirotoparrv e introduced

John introduced Taro and Hiroto to each other.

SFor some speakers, a wellformed antecedenbfagai must (like zibunzisin be construed as
subject). However, for those for whom the data reported aeravellformed, there is no distinction
between argument and adjunct antecedent (as Saito 2003 pai).

5Throughout this paper, | adopt the Saitu methodology ofretiside all consideration efva
marking, which | take to involve an anaphoric relation beswéhe interpretation of the topic-marked
expression and one argument in the interpretation of theesex that follows. So, in general, the
examples are presented wkbtofollowing each sequence to ensure an embedding environment



This can't be dismissed as an idiosyncratic quirlot#gai as the pattern extends
to the pronominasona’

(7) Dono hon-ni-mo  sono tyosya-ga keti-o tuketa
Which book-to-evenits  authomyoys criticismycc gave

Every book, its author criticised

(8) 7?*Sono tyosya-ga dono hon-ni-mo keti-o tuketa
Its authorypoys which book-to-evem 4y g Criticismacc gave

‘Its author criticised every book.’

In these cases, the linear order appears to matter: thecaletgicof the anaphoric
expression needs to precede the pronominal.

Yet, apparently contradicting this, interpretation appeepT to be imposed by
linear order, for any anaphoric expression occurring irftadislocated positiof.
From such a position, an anaphoric expressian be interpreted as dependent on
some expression that follows. The data again inclhidgat

(9) Otagai-o John to Mary-ga hihansita (koto)
each othexc John and Maryyons criticised fact

Each other John and Mary criticised

(10) zibunzisin-o John-ga hihansita (koto)
selfsco Johnyoys criticised fact
John criticised himself

Indeed we might also include (11), extending the first setaté ¢1)-(4):

(11) Otagai-no sensei-o  Taroo to Hiroto-ga hihansita (koto)
Each otherpy teacheficc Taro and Hirotoyoys criticised (fact)

‘Each other’s teacher, Taro and Hiroto criticised’

This is not just a problem of how anaphoric expressions anstooed from a
left-peripheral position: there are restrictions even on-anaphoric expressions
occurring in this left-initial position. No expression canovide an antecedent
for an occurrence obtagai within some immediately following subject, if this
left-initial expression is construed as an argument of sembedded structure.

"These data and translations are taken from Saito 2003. Tigyt miso be translated as ‘No
matter which book, its author criticised it.’

8This term is used without commitment to a specific analysisthe event, the analysis to be
given will not involve movement at all, so there is no dislieg or removal of any expression out of
anywhere.



For example, if the sequence initiating (2) is continuedhsd the left-peripheral
expression has to be construed within an embedded struatwoss two subject
expressions, the result is not wellformed:

(12) ?*Taroo to Hiroto-o  otagai-no sensei-ga Tanaka-ga
Taro and Hirotoscc each othetgy teachexons Tanakarons
hihansita to itta (koto)

criticised COMP said (fact)
*Taro and Hiroto, each other’s teachers said that Tanakiaisad.

Likewise, quantifiers can, from this position, only be takerbind a pronoun in
some immediately following subject if they are construedhabe same clause as
that subject, and not if they are construed in a subordiratese, again across two
intervening subject expressions:

(13) Dono hon-ni-mo  sono tyosya-ga keti-o tuketa
which book-to-evenits  authowoas criticismace gave
Every book its; author criticised

(14) *Dono hon-ni-mo  sono tyosya-ga Hanaka-ga Kketi-o
Which book-to-evenits  authowopps Hanakarons criticismycco
tuketa to itta
gave that said
*Every book its; author said that Hanaka criticised

(14) cannot have the interpretation in which for every bomkaiuthor said that
Hanaka criticised it.

These facts have been taken to buttress the Saito analykfi-dfslocation
structures in Japanese as involving so-called radicahstaaction whereby the in-
terpretation of the left peripheral constituent, in thefedislocated structures, are
interpreted as though not in this left-peripheral positiohin some clause-internal
position. Saito’s original evidence for this was the obation thatwh expressions
in Japanese are licensed by being associated with a claas&fiparticleka (or
no). They may however occur in some left-peripheral positippaaently outside
the domain licensed by its associated Q particle as longeasathstrual is taken to
be that of an embedded question:

(15) John-ga Mary-ga dono hon-o yonda ka siritagatteiru
Johnvoy Maryyoy which bookscec read Q want-to-know
(koto)

(fact)

°It is these data which are problematic for the purportedlifjoum analysis of Tada 1990, as
noted in Saito 2003.



John wants to know which book Mary read

(16) ?Dono hono-o John-ga Mary-ga yonda ka siritagatteiru
which bookscc Johnvoy Maryyonys read Q want-to-know
(koto)

(fact)

John wants to know which book Mary read

So the overall problem is that in some sentence-types, ssipresMusT be inter-
preted as reconstructed into some distinct site. Yet inrsthm such “reordering”
is available, and the expressions must be interpretedig@iccording to the linear
order in which they are presented.

The puzzles posed by scrambling have been worried overdhoui the last
twenty years, with no obvious signs of coming to any resoiutiA central debate
has been whether these languages are as configurationalristiuctural proper-
ties as more familiar languages such as English, given tparapt flat sequence
of noun phrases preceding the verb with multiple possigdlifor the ordering of
these NPs (Hale 1983, Speas, Diesing 1992, and others)h€ganhat is, be taken
to project a VP node in any regular sense, if the NPs can oocam iorder which
makes the assignment of such a constituent impossible? dltedead still rumbles
on, with different versions in different framework3.

Even within (movement) frameworks in which a VP node is plaséd in the
syntax as holding at some level of abstraction, the anabfsisese data remains
controversial (see Saito 1985, 1992, 2003, Fukui 1993, Baskand Takahasi
1998, Saito and Fukui 1998, Bailyn 2001, 2003, Miyagaya 2008moto 1999,
Kitahara 2002). The problem is that the form of movement ety needed
has never fitted well with assumptions of movement that haemn larticulated in
the theory. It has been known for some time (since Mahaja®3 lanalysis of
scrambling in Hindi) that so-called scrambling displayssoof the properties of
A movement, but also, contrarily, some properties of A mmaeat. Accordingly,
many analyses invoke more than one process of scramblinghéne are equally
many which attempt to provide a unitary account of the phezran The problem
has taken on new urgency with the minimalist assumption riiatement opera-

1L FG analyses distinguish a c-structure level (at whichmbied sentences are analysed with a
non-binary flat structure) and other semantically relageels at which their thematic and semantic
predicate-argument properties are projected (see BreZd@h). HPSG analyses too project such
sequences as flat at the level of the string, separating afigooational principles from linearity,
with superimposed linearisation principles. Reape 199#hee discrete domains with relations be-
tween domains defined hierarchically, order internal to amg domain (roughly that of a clause)
being unspecified. Kathol 2000 in addition defines a topallgtoncept of fields (eg vorfeld and
mittelfeld), internally to which idiosyncratic orderingegements are definable).



tions should be obligatory, for scrambling is transpaseogtional, with change
of word order in some cases, but by no means all, being assdamth change
of interpretation:! In the originalwh data cited by Saito 1992 (15)-(16), there is
no change of meaning and the correspondence between the saalito involve
“radical reconstruction”; but in mixed quantification semtes, the order in which
expressions occur does matter. (17) is unambiguous, buty&8nbiguous:

(17) dareka-ga hotondo-no uta-o utatta
someongoy MOSk;rny  SONGicc  Sang

* Someone sang most of the songs’ (unambiguous)

(18) hotondo-no uta-o dareka-ga utatta
MosSt;kny  SONQicc SOMEONR oy Sang
‘Most of the songs, someone sang
(ambiguous: indefinite narrow/wide scope)

The standard analysis of such reversed scope effects snaakert A movement
to induce the appropriate LF configuration (Saito 1985haathan any radical re-
construction. Thus covert and overt A movement, both fesatiriven, may be
invoked as well as free application of Merge and obligata@gonstruction for
meaning-preserving word order variation (Saito 2003).e/lative analyses are
also proposed in terms of base generation of the scrambiedsstwith LF low-
ering (Boskovic and Takahashi 1998). Yet others invoke eptgof information-
restructuring (Bailyn 2003), though the status of suchalisee-based explanations
within a grammar formalism which eschews all reference tengimena of use, is
unclear. In sum, the situation remains in flux, with no agreehas to the pre-
ferred analysis. Because the working methodology disallexplanation in terms
of linear order (see for example Mahajan 1997), linguisthiwiminimalism have
to address the problem by invoking hierarchical structafegarying complexity
with associated movement operations subject to a rangesbiateons in order
even to describe the data.

For example, Saito’s 2003 analysis involves a copy andelaletchanism. with
P, D and O features as in Chomsky 1985and an additional A feature (A for
anaphoric expressions) that gets argued for along the wmycdses necessitating
binding at LF, both P and D features will be deleted from thet fof the chain

1The problem of optionality can be side-stepped of coursenbyking features specific to the
task of enforcing the requisite movement (Kiss forthcomMgagawa forthcoming, Maki and Ochi
1998). But invoking such features solely in order to triggetambling equally threatens the content
of the minimalist claim.

12(p features are phonological, D features are categorialfesiassociated with binding relations,
O features identify operators).



(17)-(18). For cases involving radical reconstruction)(it6will be only P features
that are retained at the head of the chain. And in A chaing) leital movement
from an underlying SVO configuration, it is the head whictestd the argument,
and the D features will be retained at the head of the chaintfofoot), leaving
no equivalent of trace. Saito assumes that with clausenattscrambling (2), both
P and D features are copied, so that the D feature can be saattpy a site c-
commanding the anaphor at some point in the derivation, td_Rieven though
it is subsequently deleted at that level. In long-distarmambling as in (14) ,
given the intervening movement site to which features apéecband then being an
intervening site all deleted, there is no point at which thagor in matrix subject
position is c-commanded by the D features of the left-deled antecedent, hence
no possibility of the antecedent-anaphor relation betwherfront-placedkarare
and the immediately following occurrence athigai

As Saito himself points out, any minimalist account has [mols capturing
the “proper binding” effect (Saito 1992), in which the régton, descriptively put,
is that once an expression is moved out of a constituentctivatituent itself be-
comes frozen, and cannot itself be moved:

(19) [*Hanako-gat; iru to]; Sooru-nj Taroo-gat; omotteiru
Hanakoyos be that Seoul-in Tarooypys think
[That Hanako ig;]; in Seou] Taroo thinkst;

(20) Hanako-ga Sooru-ni iru to Taroo-ga omotteiru
Hanakovors Seoulpc be that Tarogypas thinks

Hanako is in Seoul, Taroo thinks.

In its original formulation (Saito 1992), this was an s-stouwe condition, a form
of explanation in principle unavailable in minimalist eaphtions. In order to get
the right result, he notes in passing that one solution wbeldo retain the full
scrambling chain at LF, but, observing that this would nsitate the occurrence
of P features at LF, he redefines Merge to apply only to “cotapleonstituents
where this is a constraint preventing merge of an objectdbatains a trace but
not its antecedent. But this, transparently, is no more thaescription of the
problem.

This machinery is still insufficient to handle the distriiout of zibunzisin the
localised variant okibun which takes a range of subject antecedents, apparently
along a movement chain:



(21) Taroo-gg Hanako-ga Jiroo-gg, zibunzisin-g; .;; hihansita to
Taroovons Hanakovoar Jirooyons Selface criticized that
ita to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self; . x

(22) Taroo-gg Hanako-ga zibunzisin-g; ;; Jiroo-ga, hihansita to
Taroovons Hanakovour selface Jirooyoas criticized that
ita to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self; ;

(23) Taroo-ga zibunzisin-@;, Hanako-gg Jiroo-ga, hihansita to
Taroovons Selfacce Hanakoyoys Jirooyoas criticized that
itta to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self ;

To express this range of interpretations, Saito invokesdditianal A feature, de-
fined to allow checking at any intermediate movement sitacb@ptionally head-
ing a chain, but also possibly discharged at intermedia¢s,sagain no more than
a descriptive device. Finally, with local scrambling of #Rernal arguments as
yet unaccounted for, he defines such short scrambling tdkbeAimovement in-
volving having the head of the chain preserve appropriateddufes, hence not
leaving a trace and not licensing reconstruction. Evendtditional licence re-
quires an ordering stipulation to prevent inappropriaterarction with the subject.
So the overall picture is a list of heterogeneous phenonamaiting integration in
a more explanatory account.

In this paper, | show how these puzzles can be solved if weishifa perspec-
tive in which grammar formalisms induce structure reflegtine way in which
semantic interpretation for a natural language sentertodgltsup in real time. The
central concept is that of structural underspecificati@placing the concept of
syntactic movement altogether. Interpretation is saichtolive building up a tree
structure representation of content on a left to right b&sis the words. The
form of under-specification which will be our primary focwssane in which nodes
may be introduced into some partial tree which are in someeseot properly
fixed in the tree. Working out where in the emergent tree saifally unfixed
nodes are to end up is part of the construction process. §hout any such over-
all tree building process, local units of propositionausture are introduced and
then compiled; and each such sub-structure may involventheduction and then



updating of such initially unfixed nodes. The result is arréngental account of
how interpretation is built up in Japanese, in which the antd@self constitutes a
grammar formalism.

2 Dynamic Syntax

2.1 Preliminaries - The Representationalist Background

The grammar formalism in which these informal statemengstarbe made for-
mally precise is Dynamic Syntax (DS: Kempson et al 2001). ym&mic Syntax,
the sole concept of syntax is given through expressing theotoaic growth of
semantic representations along the time-linear dimersfiomtural language pro-
cessing.*® The original impetus for developing Dynamic Syntax as a &aurk
was to provide a formal base from which other people, notéidge working in
pragmatics, could address such issues as the lexicon/ptimgninterface, disam-
biguation and the selection task of assigning a contextagpropriate interpreta-
tion to a string. Thus a formal space of tree structure remtasions of contextually
established content is set out, together with a definedtarthre through which
such tree representations can be incrementally built uperel'was no attempt
within the Dynamic Syntax model itself to address the taskiuth out of a set of
putative competing interpretations, a language proceasgint select; this is taken
to be the central remit of pragmatic theory (Sperber and ais986):4 What is
central to the account however is the assumption that, asex@eproperty of the
cognitive system, the information directly derived frommsoinput stimulus yields
relatively weak/under-specified information comparechwlite interpretation to be
assigned to it: interpreting a signal involves enrichingt timitially derived infor-
mation in ways specific to the context of the task in hand. Tiiekment processes
that have then to be brought into play to define appropriaitgnga of signal plus
interpretation are in part determined by system-intermastraints, but they are
also subject to whatever additional general cognitive traitds may play a role in
determining interpretation. As we shall see, this becomiésal in addressing the
puzzle of the borderline status of long-distance scrargblin

13This framework is a contribution in the tradition of repretionalist theories of mind (Fodor
1981); but as we shall see, this system, though modulartisntapsulated.

YFor purposes of discussion, we may presume that this taskvisncdby some constraint such
as the Sperber and Wilson presumption of optimal relevameehich factors of cognitive cost are
weighted against the inferential benefits of the choice nfa€ele section 6), but nothing turns on the
particular form of such general cognitive constraints.

10



2.2 The Dynamic Syntax Architecture

The process of building up an interpretation is modellechasgbal-directed pro-
jection of logical form, where the logical form correspamglito an interpretation
is represented as a tree.

The first thing to note is how different the concept of tree@sif other frame-
works. Tree structure configurations represent interpiogts of a string, not the
string itself. The logical form representing one such iptetation is a formula
Fo(a) of propositional typeT'y(t), which decorates the root node of the tree,
Tn(0). The formula o) decorations on all other nodes are subterms of this propo-
sitional formula:

Fo(Upset(Mary)(John)), Ty(t)

Fo(John), Fo(Ay[Upset(Mary)(y)]),
Ty(e) Ty(e — t)

Fo(Mary), Fo(AxAy[Upset(z)(y)]),
Ty(e) Ty(e — (e = t))

As is evident from this display, trees are nothing more tlamdda terms which
happen to be represented in a tree format. The advantagereteating them in
this way is that we can articulate fine-grained concepts @twmeans for inter-
pretation to unfold, expressed as the growth of a tree a@@gsences of partial
trees.

2.3 Requirements and tree growth

All steps of tree growth that reflect the growth of interptieta follow the dynamics
of parsing some linear sequence of words as though in real tha diagrammat-
ically set out in Figure 1, central to the concept of tree dglote be articulated is
the concept of requirement. The input to all processes effpinétation — see tree 1
in figure 1 — is the goal of establishing some such propositistructure. This is
specified as the introduction of a root node of some tree,rdt with a “require-
ment” ?7Ty(t), this requirement being the specification that some forrafitgpe

is the goal to be achieved. All that follows are steps getting progressively closer
to this goal (in figure 1, trees 2-6). More precisely, fronsthiitial introduction
of a root node decorated with this one requirement, a tregtsiie is progres-
sively induced by an unfolding of tree-structure on a topaddoasis as driven by
requirements, and then compiling interpretation for theouuced structure on a

Requirements invariably take the forhX for some specificatiorX .

11



bottom-up basis by type-deduction/functional applicatiefined on those nodes
as the features on the individual nodes dictafes.

The concept of partial tree, and the concept of requirenteritdrives the pro-
cess of developing such trees, are articulated using a niegalogic (Blackburn
and Meyer-Viol 1994), in whici{})X holds at some node when some decoration
X holds at its daughter node, afith X holds at some current node when X holds at
its mothert’ The opening step of development from the root node, withétsoda-
tion ?7T'y(t), is to introduce requirements of the fofit.o) Ty (e),?(}1)Ty(e — 1),
imposing the constraint that the tree develop into a prégliasgument structure,
through the development of appropriate daughter nodesseTteguirements then
lead to the construction of the two daughter nodes with nodatforms of?T'y(e),
?Ty(e — t) respectively (see the transition from tree 1 to tree 2 in &gliy'®
There is always one node under development, indicate@),lige pointer; and the
general idea is that from the overall goal, computationibas and lexical actions
progressively develop the tree, lexical actions detemgirthe more idiosyncratic
properties of growtl? So in figure 1, general computational actions dictate the
transition from step 1-2, lexical actions associated wihwordJohndictate the
transition from 2-3, lexical actions afpsetdictate the step 3-4, those bfary the
step 4-520

8The system is constraint-based (see Pullum and Scholz 2@0iljules are optional, and it is
the interaction between them and the update actions prbigdéexical items which determine indi-
vidual language variation. Throughout this paper, gensgaiputational rules will be characterised
only through tree display of their effect.

HMwithin this, we may distinguist{}o)X and (}1)X, with the former holding if X holds at a
daughter node whose decorations are to act as argumenhedladter holding if X holds at a daughter
node whose decorations provide some functor. The notatisnperficially similar to that of LFG,
but in this systent, | indicate mother and daughter relations respectively, ngtnaore composite
notion.

8This unfolding of local requirements from nonlocal, modaguirements is a logical conse-
quence of adopting a modal propositional logic as the basthentree formalism. Providing a
general Kripkean semantics for modal logics involves aléiting accessibility relations between
worlds. These can be displayed as a "Kripke frame”, a treehithvnodes represent worlds, rela-
tions between nodes in the tree represent accessibilayiont, and the truth of P is established
by constructing a relation from the current world to an idtroed node representing an accessible
world at which P must be established. So the semantics of modal propoditimgia and the logic
of finite trees go hand in hand, by definition, with an elegaheg¢is not matched by tree-description
logics defined using predicate logic (see Rogers 1994).

19_exical actions take the formiF..., THEN...., ELSE..., with action predicates of the form
make(...), go(...), put(...).

2Throughout, the characterisation of linguistic names léllover simple, as though there were
a one to one correspondence between linguistic names aiedllpgoper names. In a more detailed
account, this would be replaced by an analysis in which tiguistic name provides instructions on
the construction of some new name into the structure undeda@ment. Note the principle C effect
of this assumption: the analogue of Binding principle C isaproperty of the names in the logical

12



2(41)Ty(e = t) Ty(t),?(}1)Ty(e — t)

DTG D o S ot D Foldom) Ty 0,0

Y

Ty(t), () Ty(e — 1)

) Fo(John) Ty(e — t)

Ty(e), & Fo(AzAy[Upset(z)(y)])

Ty(t),?(L)Tyle — 1)

%) Fo(John) Tyle = 1),

Fo(Mary) Fo(AxAy[Upset(z)(y)])

Fo(Upset(Mary)(John)), &

Y

O Fo(fom)  Foy[Upsel(Mary)()))

Fo(Mary) Fo(AxAy[Upset(z)(y)])

Note Ty(e) the semantic type of DP
Ty(e — t) the semantic type of VP.

Figure 1: Parsingohn upset Mary

In this simple development, all decoration of nonterminadies is indicated
as taking place after all terminal nodes have had their reménts met, in a sin-
gle transition from tree 5 to tree%. But this is by no means the only pattern.
Nonterminal nodes are decorated by functional applic&tipe deduction as and
when the pairs of daughter nodes are assigned an intefprettisfying their
requirements, with accompanying steps of pointer movernack up the tree as

representation, but only of the process of constructing siames from linguistic input.

ZLA number of steps are conflated in the transition from treetfe®6. Decoration of non-terminal

nodes is progressively bottom-up, not a global operation.
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the requirements on each nonterminal node get establishih.this progressive
compilation of the tree, the variously introduced modalisgments can be met,
until, as Figure 1 displays, the initially imposed gy (), can be established.

With the concept of requirement as the central driving fov€¢he system,
wellformedness is defined as the availability of at leastlogieal form derived by
some sequence of computational, lexical or pragmatic @etiging all information
provided by the presented words in sequence, satisfyingewbarequirements are
imposed. Requirements, as we shall see, range over allaterw that are defined
in the system?Ty(y), ?7Fo(a), 73z Fo(x), 73xTn(zx), etc.

2.4 Linked trees and relative clause construal

Not all tree relations are taken to be mother-daughteriogisit Pairs of trees may
also be induced, for which by definition there has to be an @edtsharing of at
least one term in the pair of structures, as in:

(24) John, who I like, smokes.
(25) | saw John, which annoyed him.

As the interpretation of these examples suggests, thévieelbnoun provides
a fixed anaphoric device for correlating what are otherwigependent structures.
Accordingly, relative clauses are defined to involve prigec of paired partial
structures across a so-called LINK relation (using an amdit modal operator
(L) and its inversg/L~!)). The extra complexity associated with building such
partial trees in tandem, used to express adjunction andlicadion, | shall leave
on one side (see Kempson et al 2001, Kempson and Meyer-Vii, 2Blarten
forthcoming, Cann et al forthcoming).

2.5 Underspecification and concepts of tree growth

As so far introduced, the system may seem indistinguistadue a simple phrase-
structure or categorial grammar. But being a tree desoripthinguage, LOFT
enables a range of concepts of under-specification to bessgd - each with an
associated process of update.

First, formula decorations may be under-specified to madtehmay pronouns
under-determine the content they are assigned in contéktgeneral procedures
determining their interpretation. This is modelled as thédal projection of place-
holding meta-variablesF'o(U), Fo(V), etc to be provided some term as value,

22l noun phrases are taken to project terms of typ&oth non-quantified and quantified. See
section 2.6.
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either by a general pragmatic process of substitutiontiveléo whatever locality
constraint the particular expression imposes, or by otbempuitational processes
as available?

2.5.1 Structural Underspecification

The concept of underspecification and update is generalisstluctural concepts

of under-specification, where the potential which LOFT fdeg comes into its
own. Taking the concept of the relation from mother to daegt(t ), the relation

of domination for an individual tree is defined from some nedss:

({+)X holds iff X holds at a node along some sequence of daughter relations (in
cluding the possibly empty sequené@)This is then extended by combining the
concept of requirement to describe nodes as containedrvathiee but unfixed
within it. The node dominated by is so described without further specification
of what that relation consists in, merely with an accompagyiequirement for a
fixed value:

(tx)Tn(n), ?3zTn(z)

We can then define a construction process that introducdsassnode, a process
we call *Adjunction:

Tn(n) ) Ty(t)
2Ty (), 0
?3z.Tn(z)
(1<) Tn(n)

The effect of such a construction process is to introducé smc“unfixed” node
to a node requiringTy(t) which dominates no other nod&sand to move the

23To drive the replacement of such meta-variables by some fighuk, all such variables are
accompanied by a requirement for a fixed value of the fofm. F'o(), thereby forcing their update
in all wellformed completions. See Kamp and Reyle 1993, Rd®194, Fernando 1999, Kempson
1988, Sperber and Wilson 1995, Wilson and Sperber 1986, gshathers for similar analyses of
anaphoric expressions.

%4This definition ofdominateis standard in such tree description languages: see Blatlking
Meyer-Viol 1994, Rogers 1998. It should be noted that if sacklation holds between dominating
noden and dominated node, the inverse relatiofaf) T'n(n) will hold at that dominated node. The
use of such relatively weak tree relations is in the traditbéD-tree grammar formalisms as devised
for parsing algorithms (Marcus 1980), but here taken as #séshof a natural language grammar
formalism.

ZThis condition will ensure that this rule cannot apply resively to yield a sequence of unfixed
nodes.
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pointer to this node, requiring that it be immediately depeld. Once this node
is developed, a process of pointer movement returns thegodinom its tree node
position indicated a&.)Tn(a) to the nodél'n(a), so that the construction process
can proceed in the normal way from the typeequiring node?®

Like all other aspects of underspecification, this underi§igation of node
position must be resolved during the construction procasd;it must be an en-
richment, i.e. with the assigned value entailing the wedaiigal specification. To
reach the resolution site, the information about the unfh@de is evaluated down
through the emergent tree, step by step until a node is rdathehich the appro-
priate update can be achieved. The fixing of the appropriaterelation is then
determined by a process which unifies the fixed node with sadepiendently in-
troduced node, thereby providing it with a fixed tree posifib For example, in
the construal of (26) a left-dislocated object is taken toodate an unfixed node
along a sequence of daughter relations as its initial desmn, merging with the
object node projected by some verb when that is parsed, fgt€f1)Tn(a) en-
tails (1,)T'n(a):%®

(26) Mary, John upset.

Pothtann) {foynte) (1)Tn(a),
?Tayx(.e%n(x) Ty(e) g
{To)(11)Tn(a) Fo(Upset)

28] assume a general process moving the pointer back alongtiorebnce the introduced node
has its type requirement satisfied.

Z'The process, calleMerge can take place if the pointer is positioned at a node progidhe
putative update site, subject to the constraint that treericele address of that site entails the input
address of the unfixed node being merged (following the g&maonotonicity constraint on tree
growth processes). Other general node admissibility ¢cmmdi include the restriction that no node
may have more thane one logically independeésimulavalue, no node may have more than one
type value, etc. | assume a general process of moving theégpdiack along a relation, once the
introduced node has its type requirement satisfied.

B(14)Tn(a) indicates that the formula decorating the node is an argtiinesome formula;
(T0){t1)T'n(a) indicates that the formula decorating the node is an argiimesome formula which
is itself a functor (here to be a one-place predicate).
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Nodes that are introduced as unfixed in this way may also hatteek lexically
imposed constraints on their resolution, eg as introdugedase specifications,
NOMINATIVE indicating a requirement that immediately dominating itabiypet
decorated node X1)Ty(t) — ACCUSATIVE indicating a requirement of the form
2(T0)Ty(e — t), etc.

This process of seeking to establish a fixed position for tifexed node takes
place across an arbitrary sequence of daughter relatiensehalso into comple-
ment structures. Itis precluded from being resolved with@nstructure associated
with relative clauses (or coordination/adjunct structyeince these are defined to
project pairs of trees involving a LINK relation which redatan arbitrary node of
one tree to the root node of a second tree. (see Kempson eédhl| Rdmpson and
Meyer-Viol 2002, Kempson, Meyer-Viol and Otsuka 2003).

When extended tevh questions, analysis of long-distance dependency will
have the consequence that long-distance dependency assogiithwh expres-
sions is classed with radical reconstruction effects, oaayas an in-situ argument
when the tree representing some logical form is completbds May seem surpris-
ing given the standard assumption thdt expressions are propositional variable-
binding operators with operator features to be checkedruadjacency to some
node associated with semantic evaluation as a propospamnticularly since it is
generally assumed that construahdi structures is distinct from the semantically
empty process of scrambling for which radical reconstancts motivated. How-
ever core arguments for movement such as those concergiagntriterion (Rizzi
1990) centre on the concept of clause-typing, and thereeaisons to distinguish
clause-typing from the concept of scope. Particularlykstg evidence of the in-
dependence of clause-typing and quantifier-scoping idadotaifrom German. In
German, an expletive form e¥h expression is used to convey information clause-
typing the whole string asah-question. In (27) for example, the successias
forms mark the sequence as an overddiquestion, and it is the lower fulth form
wen which provides the appropriate morphological form for theestion that is
being asked (the verdiebenrequires the accusative):

(27) Was glaubst du, was Hans meint, wen Jakob liebt?
What think  you what Hans said whom Jacob loved

‘Who do you think Hans said Jacob loved?’ [German]

Despite claims that thigvaschaining device is a marker of semantic scope (eg
McDaniel 1999), when this device is combined with an intairg quantifying
subject, by far the most natural interpretation is that inclwhhe associated full
wh expression narrow scope with respect to the other quamtifgkpression. So
the only natural interpretation of (28) is one in whisohintakes narrower scope

17



thanjeder (Pafel 2000), a fact which is hard to explain under the openadriable
binding account ofvh expressions:

(28) Was glaubt jeder,  wohin er; geht? [German]
what thinks everyone where he went
‘Where does everyone think he went?’

In the type of analysis proposed hendy- expressions are simply defined to project
a specialised very weak terfAwith a clause-typing property, when decorating an
unfixed node, to annotate the dominating tygequiring node with an appropriate
+Q feature. The analysis of examples such as (28) then iesa@xplicit separation
of clause-typing and quantifier-binding properties.

What this means, when we turn to Japanese, is that the radmahstruction
phenomenon, seen by Saito and others following him as arptenal property
of Japanese, is in fact a core process of the grammar — tloelirsttion of an un-
fixed node early on in the parse process. The distinguisteatufe of languages
with wh-fronting is that the indefinite expression associated wittyjuestions also
projects clause-typing information. Languages such aankse use an indepen-
dent particle for this purpose. Thus in Japanese whexpression itself solely
introduces an indefinite term, defined, in some uses, asriegua dominating
Ty(t) node clause-typed with some featur€).3° Though nothing preventswah
expression in these languages decorating an unfixed nottenge@nforces their
occurrence early on in the parse process. All that they iega requirement that
they be dominated by a tygenode which is suitably clause-typed witht&) fea-
ture. Hence the radical reconstruction phenomenon obdém@aito 1985, 2002.

2.6 Quantifier construal

It might seem that an account wh expressions as of typedrives an unwanted
wedge betweewh expressions and quantifying expressions. However, inADS,
noun phrases are analysed as being assigned a logical faymeef, following the
pattern of arbitrary names in predicate logic proofs. Thenework, that is, adopts
the epsilon calculug! In the epsilon calculus, quantified expressions are ardlyse
as a complex form of name - variable-binding term operatomhese syntax is

2In Kempson et al 2001, this was assumed to be a specialisedvagable, not associated with
a requirement forcing any update, however in languages asidapanese it is arguably some form
of epsilon term.

%0As a quantifying term, it will have an associated scope state (see section 2.6); and arguably
this is lexically constrained to achieve a locality effesté section 5.2). The functions of clause
typing and scope determination are nevertheless independe

31The epsilon calculus constituted the formal study of asbjtmnames in predicate logic natural-
deduction style proofs. See Hilbert and Bernays 1939 foséting out of the epsilon calculus, and

18



simple as in predicate logic proofs, and the complexity @&lbh in the semantics.
Their interpretation is the arbitrary witness which makes associated formula
true, which the arbitrary name denotes.

This choice of analysis has the advantage of keeping thegyn&and seman-
tic properties of noun phrases in correspondence, as in th@dgue system, but
without the lifting of types. The internal structure of suelms is then constructed
across the determiner...nominal sequence. In a languabeasiEnglish, the deter-
miner introduces a daughter node which it decorates witmdig operator, and
the noun projects both a fresh-variable for that operatdnirtd, and the nominal
which constitutes its restrictor. Since scope in this sysi® not expressed in the
tree by definition (since the NPs project names), scopenseatts are collected at a
local type#-requiring node, and feed an algorithm which determinesdbkalting
semantics for the constructed names.

The detailed justification for this analysis would take us far afield (see
Kempson et al 2001, Kempson and Meyer-Viol 2003) but it isaht# that there
are lexical idiosyncracies associated with scope effectsoperty impossible to
square with any general account of quantifférsindefinites, for example, may
take arbitrarily wider scope than any other term in the stmecin which they are
contained

(29) Each professor insisted that three students carryroassignment which
involved evaluating two recent papers of Chomsky'’s.

Though many analyses have advocated lexical ambigtigych analyses cannot
express the range of interpretations available for exasmpleh as (29). The final
indefinite in (29) can be interpreted as taking widest scdl,0or narrow scope
with respect to each of the three quantifiying expressioesqating it, with no
sensitivity to the structural configuration in which the gtifying expression is
contained. With indefinite construal apparently not séresto islands, an analysis
in terms of movement isn’t appropriate, but nor is there atyirdistinction to be
drawn as one would expect on a referential/nonreferentiddiguity. Furthermore,
there is parallelism between anaphora and indefinite agaistt.anguages which
encode linearity sensitivity to anaphoric resolution aeoode linearity sensitivity
to indefinite construal, eg Chinese.

Meyer-Viol 1995 for recent development. See Kempson et @l26r a formal sketch of an account
of natural-language quantification in these terms.

*2The problem applies equally to generalised quantifier aealpf quantifying expressions, and
to analyses in terms of covert movement.

*Fodor and Sag (1981) were the first to posit a lexical ambjguitth many others following
them. For evidence against this claim, see Farkas 1981, &trmnd Kempson 1990, amongst
others.
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Though inexpressible upon any account of indefinites eiflsenames or as
generalised quantifiers, this property is straightforwareéxpress, given the char-
acterisation of scope as the imposition of a lexical coirgti@n collecting scope
statements at some suitably locally dominating tyjequiring node. We simply
define indefinites as taking narrow scope with respect to deme to be chosen
pragmatically out of what is made available during the aorasion process (this
set including terms denoting times and indices of evaludfib The default case
where its scope appears to be widest of all constitutes andepey on the index
of evaluation associated with the assertion as a whole. difasacterisation of
scope reflects exactly the phenomenon of indefinite scopégaityly and it leads
us to expect that selection of scope choice may involve agrafigragmatic fac-
tors including contingent knowledg®. This anaphora-style account of indefinite
scoping has an immediate consequence: scope choice wilenaflected in the
tree configuration — it cannot be, since there is no discrpgator binding at a
propositional level. Rather, the logical form, once camstied, will have an ac-
companying scope statement which determines how the @yiagtiterms are to
be evaluated; and, with all information available to fix tesulting interpretation,
an algorithm evaluating pairs of scope-statement pluc#dgorm determines its
final form.

What needs to be added, to give the full Dynamic Syntax flavsuhe artic-
ulation of how the process of building up the input to the eatibn of such scope
statements is incremental, like all other aspects of thega® of constructing in-
terpretation. This can illustrated with an account of theehamisms involved in
establishing the interpretation of (30):

(30) A man smokes

34See Perrett 2000 and Gregoromichelaki in preparation doounts of tense in Dynamic Syntax
terms.

%For example, this flexibility of interpretation relative pragmatic constraints provides a natu-
ral basis for explaining the prevailing cross-linguisgndency for indefinites to theerT of some
subsequent NP to be interpreted with the attendant scopeecimade onlineeRECLUDINGany de-
pendency on some following quantifying term, but choice adpe for the indefinit&eOLLOWING
some such term invariablyLLOWING ambiguity of scope. This phenomenon is, | suggest, also a
contributory factor in the varying ambiguity observed irxed quantification sentences discussed
by Sauerland and Elbourne 2002. On this basis, we expecivtiere such linearity considerations
conflict with contingent knowledge of the situation desedlthreatening to yield an inconsistent
interpretation, they can be set aside, as in (i):

(i) kangofu-ga subete-no kanjya-o monsin-sita

nursevo v evengen patienticc interview-did

‘A nurse interviewed every patient’.

Moreover we would expect interaction between choice ofrpretation for indefinites and scram-
bling (see sections 4, 5.3 for some preliminary statements)
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Processing the sequence of determiner plus noun in Engligiives the intro-
duction of internal structure at a constructed subject nedth the determiner
providing the binder, the noun the restrictive predicatd arfresh variable. A
scope statement concerning the introduced variabtethen added to the locally
dominating?T'y(¢) node:

{?Ty(t), Tn(0),U < z,$}

{Fole,, Man(x)), Ty(e)}

Fo(z, Man(z))

{Fo(AP(e, P))} Ty(cn)

/\
{Fo(X)} {Fo(AX.X, Man(X))}

The fact that there is a scope choice to be made in the case ioflafinite is
reflected in the representation of the first argument of tbpescelation as a meta-
variable. In (30), the only possible value for the first argumtnof the scope state-
ment is the temporal variable, but should there be anothantdied expression,
there will be a choice available, the value selected deteénmithe form of scope
dependency. With the subsequent construction and demorafithe predicate
node, and in its turn the rootnode, the result is a pair of &&bdorm decorat-
ing the rootnode of a tree and an associated set of scopenstatt (the scope
statemensS; < z indicates thas;, the index of evaluation, has scope over the term
containingz):36

A man smokes~ S, <z Fo(Smoke(e,z, Man(z)))

Such pairs of scope statement and logical form feed intoguorigthmic process of
scope evaluation, all information to provide the requisgenantics being at this

point fully articulatec®’ In a sequence of such scope statements, the index of eval-
uation projected by tense is the last to be evaluated.

%In this simplest case, there is only one scope statemennlpririciple there is a sequence of
scope statements imposing an ordering on the way theserwctest quantificational terms are to be
evaluated. All termsx, each of which has a corresponding scope statement added setjuence
determining howx is to be understood in relation to other such terms, are iestasDO M (x).
Names too are assigned a scope statement, ensuring widpstwith respect to other constructed
terms. The predicat®OM enables us to pick out a full set of terms within some definedllo
domain.

%"For example, from the logical form for (30) the resulting leaion is:

Fo(S; : Man(a) A Smoke(a))
a = €z, Man(z) A Smoke(x)
wherea represents the witness of the truth of the formula congtifftomA man smokes

The rule which yields this effect dictates that for each termder evaluation, a compound formula

is introduced containing:
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3 \Varieties of structural underspecification

In turning now towards the challenge of capturing strudtpraperties of Japanese,
the question is how can we use the concept of having unfixedsheally on in the
parse process to characterise the information which a sequaf noun phrases
conveys to a hearer. It might look as though we shall needralegencepts of
underspecification; and LOFT can certainly express segeici concepts, just as
it can express different concepts of locality for constirainanaphora construal.
We start from the regular process of *Adjunction, and modifyp two directions,
with deliberate echoes of the binding principles.

3.1 Generalised Adjunction

To take the broader concept first, we can express what it nteans contained
within an overall configuration of linked trees without foer itemisation of the
particular relation involved: such a relation to some tafm@'n(a) would be
(UYTn(a), ?32.Tn(z).%8 To introduce such a node, we define a generalised ad-
junction process whereby a node can be introduced that emtohtype the node
from which the relation is induced, but which can hold acier®garbitrary relation

to the input node.

{Tn(a),?Ty(t)}

{Tn(n), (U)Tn(a), ?Ty(t), ¢}

The process is one which allows a node to be, as it were, papedt from the
place in the tree from which it was introduced for further rificdtion. There are

(i) a first conjunct which contains the predicate of the fetir of the term under evaluation predi-
cated of a newly constructed name,
(i) a connective appropriate to the quantifier internalhe term,A in the existential case;» in the
universal case,
(iif) a second conjunct which contains the logical form agj@cted at the topnode of the tree predi-
cated of the same new name, where
(iv) this new name is defined as the term making true the cactstrl (compound) formula. The inter-
nal structure of the name by definition reflects the propmsiti formula to whose truth it will serve
as a witness. The details of this rule will not play an impottale in what follows, but see Kempson
et al forthcoming for an account of Japanese head-inteefatives in which the construction of such
terms plays a central part (see also Kempson et al 2001, Kemngsl Meyer-Viol 2003).

38y is defined as the reflexive transitive closure of the unionhefinverse-LINK and mother
relations, so{U)X holds at some node if somewhere along a sequence of relations including
either(1) or (L"), X holds.
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at least two structure types in English which appear to mt#iguch a process, the
so-called preposed clausal adjuncts, and genitive cantigtng:

(31) Having once had a fright by drinking too much, | am surenlill be
careful not to do so at his party this time.

(32) The King of England’s mother’s brother’s wife has diseared.

Though these are very different constructions, they bo#epbe problem that the
local projection of structure may need to be nested at aryitevels of embedding
with respect to the root.

In Japanese, as we shall see, structure is quite generatjoped without any
indication of its contribution to the overall structure:

(33) Hiroto-ga muita to itta
Hirotoyons peeled COMP  said

Hiroto said that he peeled it

(34) Hiroto-ga muita ringo-o  tabeta
Hirotoyoas peeled applesce  ate

Hiroto ate an apple he peeled

So once having introduced the general goal-driven req@rgrthat Japanese, as
every other language, is driven by the overall goal of esthinlg a propositional
structure, we shall need to make use of some step of Geregtaigjunction in
all cases where subordination needs to be induced. The effélis step is that
subordinate structure can be locally constructed withawtpaior identification of
whether in the end result it will turn out to be that of a conmpéat structure or as
part of some relative-clause construal.

3.2 Local *Adjunction

At the other extreme, we might wish to express what it mearmta node intro-
duced locally relative to somEn(a), without yet the projection of the tree within
which its position is fully determined. Indeed such a formrAfljunction seems
to be well-suited for capturing Japanese local scramblsgiong as we provide
appropriate modification of the rule to allow repeated ajgpion with an apparent
sequence of unfixed nodes:

(35) Hiroto-ga ringo-o tabeta
Hirotoyon appleice ate
‘Hiroto ate an apple.’
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(36) Ringo-o Hiroto-ga tabeta
applescc Hirotoyoys ate
‘Hiroto ate an apple.’

This is straightforward to do. We simply implement the regurocess of *Ad-
junction, loosening the requirement that the node to bedhiced is the sole node
dominated by th€Ty(¢) node, and yet impose the constraint that there must be
no intervening dominating node between the input node amdntinoduced node
bearing the same typerequiring property?®49

T (Tn(a)A?Ty(t) A =Tz (Tn(z)A?Ty(t) A (T)Tn(a) A a # x)).

Application of such a rule would seem to yield the tree as guFe 2.

Sticking to this intuition as a basis for Japanese localrsbtiag just for the
moment, notice what inducing the configuration in figure ® tsolves. Both the
nounringo and the verliabetaare taken to project a template of structure, consid-
erably more, that is, than the mere decoration of a single nddis separation of
surface form and decoration on the semantic tree is unpratle in this frame-
work, again unlike more orthodox frameworks. Expressirgygto-drop intuition
is straightforward. The verb does more than provide a ldgicedicate; it has a
macro of actions that introduce a template of propositi@tialcture, introducing
nodes for each of its arguments as well as the node for thécpted each such
argument-node being decorated with a meta-variable iegusubstitution. In like
manner, the noun projects more than the nominal predicatmay, in the face

%*This characterisation of locality notably allows Merge fiply into structure projected from a
noun, which data from Hoshi 2002 suggest is correct (on teemaption that one sub-use afo is
to project argument nodes of predicates internal to typenstituents):
(i) John-ga Mary kara hooseki-o ryakudatu sita
Johrnvo ar Mary from jewelryscc plunderage did
(ii) John-ga Mary kara hooseki-no ryakudatu-o sita
Johnvo m Mary from jewelng en plunderagecc did
(iif) ?7John-ga Mary kara hooseki-o ryakudatu-o sita
Johrvoar Mary from jewelryscc plunderagecc did
In this connection, the characterisation of case may nediktmade more abstract to allow the
relative position imposed by case specifications to be meinvsuch substructure. But since this
involves consideration of how the sub-parts of quantifarai terms should be typed, | leave this on
one side, merely noting the general pattern.

40several more finely based characterisations of localitypeaiiable. One characterisation might
involve a concept of finiteness, holding exclusively at tbguisite dominating node with no inter-
vener, i.e. the presence of an index of evaluation; anotlgntrbe defined solely over the distinction
between functor and argument relations, ed é%)(1.)T'y(t), as in Kempson et al 2001. But
this preliminary characterisation is sufficient to provate indication that, being a tree description
language, LOFT can express any of the familiar concepts a#lity. See section 4 for locality
constraints orzibunzisinandotagai
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{Tn(0),°Ty()}

;};(ogli%{o)ﬂ, ;Z;E)é)e, x, Ringo(x)), (Fo(V), {Fo(Tabe(e.z, Ringo(x))),
21o)Ty(t)} ?(To)Ty(e =)} Ty(e)} Ty(e = 1)}
TRl {Fo(W), . oo
Fo(AP., P) Ty(cn) Ve, Tyle) {Fo(Tabe),

Fo(z) Fo(Ringo)

Figure 2: Local Scrambling as Multiple *Adjunction?

of there being no other quantifying form, induce an exis&mperator, enabling
the construction of a full term of type also introducing a new variable for such
an operator to bind* So from a minimal sequence of words, a full propositional
template may be induced with fully quantificational terms.

There is, however, a problem in assuming the particularesegf underspeci-
fication displayed in figure 2. Given that the tree node addoésin unfixed node
is by definition under-specified (the relation between théenio question and the
root being not yet established), whenever two such nodestaneuced, relative to
the same dominating node, they will have the same tree nattessi(t,)Tn(a),
and cannot be kept properly distirfétSo, despite the apparent strength of the em-
pirical evidence, such a solution involving multiple irdrection of unfixed nodes
cannot be right. Whatever process of *Adjunction it is tatdduces such nodes
must in some way be restricted so that no more than one unfp@el at a time is
retained in the tree, even while allowing it to apply sevéraks over from a given
node.

“1This analysis is inconsistent with Chierchia 1998, who gees quantification in languages such
as Japanese as semantically distinct from the basis fottifjoation in languages such as English.
In this framework, the different is merely one of how much leé ttontaining logical structure is
projected by the word itself, a point of variation straigintfardly available in even a single language,
eg in the English indefinite plural.

“2In particular, this is problematic for the evaluation of teach nodes down through the tree,
as required for all such introduced unfixed nodes (see Kemepsal 2001, ch.9), as at each step a
possibly inconsistent set of properties will be being eatdd at each such intermediate node.
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3.2.1 Case and Locality Effects

There is, fortunately, a simple solution - provided by caB&ach node for such
argument is indeed introduced as unfixed relative to songertogleT'n(a) with
a 7Ty(t) requirement; but suppose we assume that the effect of caberisto
specify the tree node relation with that dominatifig(a), removing the under-
specification, and adding an appropriate modal type reqpgnt on its mother.
For example, the update forga-marked NP is from{1,)Tn(a) to (19)Tn(a),
adding also the requiremen{t,)Ty(¢). The updating of aro-marked NP is to
(o) (T1)T'n(a), with modal type requirement(t,)Ty(e — t). Each such update
is an update on the, relation and returns the pointer to the dominating nbde:

_ga_

IF Ty(e)

THEN IF (1) (Tn(a)N?Ty(t))
THEN  put(({to)T'n(a))
ELSE Abort

ELSE Abort

By actions such as this, the appropriate set of tree reliiam be incrementally
established* With this construal of case, this process of Local*Adjuantican

“There are uses ofja which appear not to mark subject position. They fall into twiasses,
those which involve a concept of subject at a suitable le/abstraction, indicating predication on
the first-gamarked term to be constructed from the remaining stringafij particular stative verbs
which have to be itemised as taking a particular, idiosytctgse ofga-marking, (ii):

(i) Usagi-ga mimi-ga nagai

Rabbitvo s eamvoas long.

‘Rabbits’ ears are long.’

(i) John-ga nihongo-ga wakaru.

Johrvo i Japaneseo i understands

‘John understands Japanese.’

Itis arguable that the first type can be expressed whilemiegthe characterisation efga suggested
here, by presuming on variable adicity of nominal-inteqpr@dicatesrfimi (‘ear’) in (i) functioning
as a two-place predicate ‘ear -of’), following the directiof Marten 2002. The use efjaas in (ii)
would require lexical stipulation specific to the verbs theuire such use ofya, a very restricted
set.

“t might seem that an additional locality restriction ne&aibe imposed on the triggering con-
dition, to prevent some case-specification applying to fixnamediate domination relation to some
arbitrarily higher node in the tree. But in Japanese, *Adfion introduces a nodé.)T'n(a), with
requiremenfTy(e), and application of Generalised Adjunction introducestically underspecified
relation,(U)T'n(a), with requirementT'y(t). So while a step of Generalised Adjunction may feed a
step of *Adjunction, *Adjunction itself will not apply reesively to its own output, to yield a node re-
quiring T'y(t) unfixed but dominated by another typeequiring node. Furthermore, supposing from
Tn(0) a step of Generalised Adjunction creates an intermedigieally unfixed node, a relation-
ship which is then by enrichment determined to be one of imatedubordinatiorto)(11)Tn(0),
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be applied as many times as is needed by the various casermdrkeause in no
such sequence of multiple applications is the created reftiarfixed. It can even
take place by parsing either object or indirect object argninfirst. We might have
Ringo-ointroduced first as unfixed, as in (36), ttie)7Tn(a) relation enriched to
(1o)(11)T'n(a), with the subject expression processed immediately sulesgy:

{Tn(0),7Ty(t)}

Fo(Hiroto),

<T0>T7’L(O),

?(10)Ty(t)
Fo(e, z, Ringo(z)),
(to)(11)Tn(a)
?(to)Tyle = 1)

Fo(AP., P) Ty(cn)

Fo(z) Fo(Ringo)

Nothing forces the argument nodes to be introduced in acopéati order. In every
case, the node is introduced by constructing an unfixed raodkthe local relation
to the dominating type-requiring node is fixed following the action dictated by
the case specificaticdi?*®

The projection by the verb of a full propositional templafepcedicate node
and array of argument nodes remains unproblematic. If attysohrgument nodes
of this template have already been introduced, they willsynvacuously be du-
plicated by the associated argument node of the predicatéeed it could not be
otherwise, as two nodes with the same tree-node addressaitteooe and the same
node; but once the verb is introduced, each argument nodidavié an assigned
fixed tree-node address. No application of Merge is requiveae externally im-
posed - the two actions simply create one and the same tad@&ne Thus in the
parsing of (35)-(36), the case-marking on the two noun gwaseceding the verb

from which an unfixed node is constructed, such an unfixed sttleouldn’t be updated by free
enrichment to yield, sayto)(1:1)T'n(0) enforcing vacuous application of *Adjunction, because the
output of Generalised Adjunction and *Adjunction imposeampatible type requirements. Hence
the additional locality constraint emerges from the int&aa of other processes, and isn't needed as
a stipulated condition on the lexical action for the casésuf

“SFor the moment, we leave the status of this process unsgkoitewe shall see in section 4, we
take this process to be one of structural abduction, theroasking ofga aside.

“There is an additional complication that, at any point, ¢herthe option of building an adjunct
structure by Generalised Adjunction, an option we take ugeition 4.1.
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does indeed induce fixed tree relations, and in the wake eétheeated relations,
the macro of actions provided by the verb duplicates thedimgl of the subject,
predicate, and object node relations, but nontriviallyviites the remainder of
the template structure, viz. the functor node which it dates with the formula
Fo(Tabe). With these actions completing the outline of structuregodation of
all nonterminal nodes duly takes place.

As we shall see in addressing long-distance scramblingnit guite this sim-
ple, as the update to a fixed relation can be delayed in allsnbject cases, leav-
ing one tree node unfixed; but the essential dynamics of stwpaimbling is to
introduce an unfixed node, decorate it and then fix its trestiosl to the locally
dominating typet-requiring node*’

3.3 Suffixes and Constituency Boundary Marking

One property of case suffixes remains to be brought out; aadhidleed a property
shared by both case and tense suffixes - arguably a propdirtitide of suffixes in
general. What the case suffixes ensure, as (35)-(36) shtive gogressive build-
up of interpretation for the constituent that it marks. Eagffix indicates that all
that is needed to interpret the constituent whose end it sriarllready presented.
The action defined by a suffix, that is, takes some decoratdd,maTH TYPE-
REQUIREMENTS SATISFIEDR and adds some additional specification. It is this form
of the input condition that is critical. It is the simple mediism of fixing a type
specification as the input condition which ensures thataiHerminal nodes dom-
inated by the node in question must have already been dedorath a type and
formula specification. Hence the effect of case to deterrfine&eompleted assign-
ment of interpretation to the noun phrase sequence, anskitditig-off” function?®
49

This suffixal property extends directly to tense. The prsitesof a tense suffix
in Japanese indicates that all elements needed to estatgigipositional structure
are already in hand. The specifying of its lexical actiongakéng place in the
presence of a formula of tygedrives the compilation of all non-terminal nodes in

4"The dynamics of this is identical to the parser of Schnei@&12 here construed as intrinsic to
the grammar formalism itself.

“®\\e take following quantifiers to be a “quantifier-float” phemenon, which provides a spec-
ification that is superimposed upon an already-construtged. The essential property of such
postposed quantifiers is that their construal contributéslysto the final proposition-level process
of scope evaluation.

“%0Once the node is decorated with the case requirement, tmeepaiill return to its locally-
dominating type-requiring node, in preparation either for application ofne further instance of
*Adjunction as input to decorating nodes introduced by senoiesequent nominal or for the process-
ing of some subsequent verb.
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a propositional structure. Reflecting this, the suffiis specified in the following
terms®0
ta

IF {Fo(y),Ty(t)}

THEN put(Fo(S; : ¢), PAST(S;, Su))

ELSE ABORT
This account, notably, requires the tense suffix to be pestksast. The tense
suffix is defined to take as trigger a completed propositiforahula of typet, with
no requirements. Furthermore, the propositional formutéctvit projects, with
temporal specification added, signals the end of the scopleiation process:
Buttressing this, the tense particles are projected axssftin the verb. Verb-final
ordering is a consequence.

4 Local Scrambling, anaphora and quantifier construal

Putting the specification of case-marking as a tree-updatiernatogether with
the suffixal property of both case and tense as completingteai of structural
boundaries that they mark, we have to hand an account ofdocanbling and the
restrictions it imposes on anaphor and quantifier constridle NP-sequences,
with their case-marked suffixes, may lead to the introductid unfixed nodes
which are successively updated to a fixed tree relation incadgr of introduc-
tion.52 Clause-internal scrambling effects are thereby expeQadq 1985 etc?
Leaving aside for the moment the long-distance scramblaig,dhe anapharta-

%05; is some temporal variabl&§y a meta-variable over temporal variables. Japanese tense-
marking is explicitly anaphoric, and the past tense coattmay be relative to some point in time
established in the discourse, not necessarily relatedrtee gome indexically fixed as prior to the
time of utterance. See Kurosawa 2003 for discussion; anddBoenichelaki (in preparation) for
argument of tense/modality as projecting a super-straalenoting the witness that makes true the
propositional structure constructed.

®IThe scope evaluation algorithm dictates that the term atitig the index of evaluation is eval-
uated last in the sequence of evaluation steps.

%2These suffixes are optional, and, if omitted, necessitdteravays of determining construal.
One strategy is to use computational actions to induce supjedicate structure (see Kempson
et al 2001), as SVO ordering, in any case generally takenegahonical ordering, will match
such top down actions. Any variation from this without casarking will rely solely on pragmatic
considerations or contingent knowledge of individuals ewents described.

%3\We leave on one side all detailed consideration of nounsshadjuncts. See Marten 2002
for arguments that these be treated as optional argumeiitsthe type-specification of verbs in
consequence lexically under-determining the final typegassent. An alternative would be to define
adjuncts as introducing their content into the tree acrokNK relation, hence their islandhood
properties. As these alternatives suggest, we can expr&sS the ambivalent status of NP-adjuncts
as both argument-like and nonargument-like, much as irr étameworks.
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gai, if taken to decorate a node whose case specification detesmaFIXED tree
relation, must have its interpretation determined from e@mntecedent within the
same local domain (though this need not necessarily be thject) and this an-
tecedent must be selected at the point of parsitagai®* This is because the
case-marking will determine that its type specificationubByfdetermined, and,
with type and tree-node specification fixed, and the tens&intasuffixed on the
verb determining that all nodes in the propositional stitetare complete, reflect-
ing compositionality, the pointer will not return to any argent node within that
structure to further develop it. Hence (1), (3)-(6) ((6)epeated here):

(6) *John ga otagai-o Taroo to  Hiroto-ni syookaisita
Johnyvoys each othexce Taro and Hirotoparrvg introduced

John introduced Taro and Hiroto to each other.

Quantifier scoping, too, is generally fixed in a way that refldinear order (see
footnote 34). Hence (17) repeated here:

(17) dareka-ga hotondo-no uta-o utatta
someongoy Mostzy  SONgicc Ssang

 Someone sang most of the songs’ (unambiguous)

Only an indefinite can be an exception to this direct reflectiblinear order; and
even in such cases, the choice of term on which it is to be ngstas dependent
has to made from other terms already constructed at that ipdime interpretation
process. So there may be ambiguity, but it is not unrestridtience (18):

(18) hotondo-no uta-o dareka-ga utatta
mMoSt;zn  SONgicc SOMeongoys sang

‘Most of the songs, someone sang
(ambiguous: indefinite narrow/wide scope)

These linearity restrictions oatagai and quantifier-scoping, when the term in
guestion decorates a fixed node, do not require speciallatiijn They are a
consequence of the fact that once a node has its decoratomndeted and all re-
quirements met including the specification of tree-nodétioos the pointer will
not subsequently return to further develop that node. Hefmoen a hierarchi-
cally fixed position in the configuration, all aspects of uisgecification must be
resolved.

%4 return to a more detailed specificationathigais locality condition in section 5.2.
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4.1 Complement clause construal

The next step in developing a full account of scrambling isg¢e how the structure
induced from simple clausal sequences is nested in soner lstrgicture.

In setting out putative variations in the building of nodeithaut a fixed posi-
tion in the resulting restructure, | distinguished Gerieeal Adjunction from *Ad-
junction, the former being a much more general process vathamstraint at all
imposed on the relation of the local structure to be develdpehe whole. This
transition underpins the parsing of (37) and (38):

(37) Hirotoga muita to itta
Hirotoyons peeled COMP said

‘Hiroto (or someone else) said Hiroto peeled it’

(38) Hirotoga muita ringpo  tabeta
Hirotoyoar peeled applesce  ate

‘Hiroto (or someone else) ate the apple Hiroto peeled’

Once such an intermediate typeequiring node has been introduced by Gen-
eralised Adjunction, the sequence of actions for projgcome simple propo-
sitional structure is otherwise identical to that of pr@ieg a simple clausal se-
qguence:

(39) Hirotoga ringoo tabeta to itta
Hirotosyps appleops ate COMP said

‘Hiroto said he ate an apple’

It is the obligatory presence efo in standard Japanese which determines the
nesting of the propositional structure. The subordinagiagicle-to is accordingly
defined to ensure this. The nesting can be done in one of twe,\aayeflected in
the following disjunctive lexical set of actions: either imaking use of structure
already induced and returning the pointer there, or by agaifurther intermediate
node locally dominating the node just completéd:

*5The disjunctive characterisation provides a straightéodway of expressing dialectal variation
in the use ofto. In some dialects, eg the Osaka dialect, uset@flike case, is optional. On this
analysis, the dialect difference lies in whether the updgtif the tree is by lexical or computational
action. In standard Japanese, there is no generalisedrtmvef return of the pointer from any
node: such a computational action is only applicable to a@d@y(c). In the Osaka dialect, this is
generalised to apply to nodes with formulae of typm this dialect also, the action of introducing an
additional intermediate node locally dominating the datenl typet node is also generalised from
the more restrictive pattern of standard Japanese, forhwthie rule is restricted to nodes of type
for the parsing of relative-clause modified nouns.
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IF (U)T'n(a), Fo(a), Ty(t)
THEN  (put((To){(11)Tn(a));
go((To){11)))
-to V
(make((1.)); go((T+));
put(?7Ty(t), {({1)(Jo) Fo(a)))
ELSE ABORT
Following the regular pattern of suffixes, a completed typectication, here a
typet formula, is the condition necessary for the update givertdyo be carried
out. What-to imposes, as a result, is obligatory local subordination.
If there were several levels of embedding, as in (40), we daekd the second
form of action provided in the specification b:

(40) Hirotoga ringoo tabeta to itta to omotteiru
Hirotoyonr applesce ate COMP said COMP think

Hiroto ate an apple, he said, he thinks

However, for (39), we need only the first alternative of reing to the root, in so
doing determining the local relation between it and the riniially introduced by
Generalised Adjunctiof®

Tn(0),

<T1>T‘n(0)

(To)(11)Tn(0),
Fo(S; : Tabe(e, x, Ringo(x))(Hiroto)), Ty(t)

Fo(Hiroto) Fo(Tabe(e,z, Ringo(x))))
Fo(e,z, Ringo(x)) Fo(Tabe)

AP., P Ty(en)

N

x Fo(Ringo)

The result of carrying out the actions induced-ty, on either alternative, is
that the pointer will be at a node from which the subsequerit i will be able
to project its propositional template. From this node, tegovu can be processed

%8| leave the propositional formula here in its unevaluateuhféor simplicity, ignoring the scope
statementS; < x with which it must be evaluated.
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as projecting its propositional template of structure, enithis derivation the con-
structed propositional structure provides the objectmgnt node, with the subject
argument being identified anaphorically Bs( Hiroto):>’

{Tn(0),7Ty(t), 0}
Fo(Hiroto) {Ty(e - 1)}
{Fo(Spasr : Tabe(e, z, Ringo(x))(Hiroto))} {Fo(Iu)}
{Fo(Hiroto)}  {Fo(Ringo(e,, Tabe(z)))}

{Fo(e,z, Ringo(z))} {Fo(Tabe)}

The completed decoration on the topnode of the tree, whemre@lirements are
fulfilled is:>8

"The anaphoric identification of the subject terms( Hiroto) is in virtue of the presence of
the term in the partial representation already construdtiede that this choice is not any reflection
of some analogue to any c-command relation: it is solely &equence of linear order. In partic-
ular a constraint analogous to the Binding Principle C fitigrout putative occurrences of the term
Fo(Hiroto) within the tree would not be appropriate, as the binding trairgs determine the lo-
cality from within which some appropriate substituend fog hatural language name may selected.
They do not apply to the output form.

8This derivation, though a natural means of interpretatioees locally incremental, is by no
means the only possible interpretation that can be assigmé2B). An analysis closer to that as-
sumed in current syntactic accounts might be to assume a hyfpothesis that the subject-marked
noun phrase was to be projected as the matrix subject at thestage at which the noun phrase
itself is parsed. Such choices are always available. At stagh, there is choice as to whether to
interpret all noun phrases in the sequence as argument® cuttordinate clause, or whether by
making alternative selections of the nested arguments §mme independent context, interpret the
presented expressions as providing arguments of the npairdicate. In Japanese, any argument of
a predicate may be identifiable from context. Uttering (ii)ai context of identifying who has eaten
some cake might well mean that Akiko said to Halimah that soamgextually identified person had
eaten the cake:

(i) Akiko-ga Halimah-ni tabeta to itta.

AkikOSUBJ HaIimahNDIR,OBJ ate COMP said

* Akiko said to Halimah that Tom ate the apple.’

If Generalised Adjunction is taken to have applieal LOWING the processing of the firsjamarked
expression in (39), the following object-marked node wahleh be constructed relative to a lower
level of embedding, and the subordinate subject be ides@i@phorically. Given thatvais char-
acteristically used to indicate which expression is to bestmed as surface subject, this is not the
natural interpretation. Nevertheless, this possibiliyeg a glimpse of the large numbers of se-
quences of actions available for an individual string, wihiability even for one possible outcome.
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Fo(Spast : Iu(Spast : Tabe(e, z, Ringo(z)(Hiroto))(Hiroto)

Notice that we are building up semantic structure, subpagubpart, with each
suffix, whether case, tense, or complementiser, detergitia full compilation
of semantic interpretation that is possible at that stagiéninterpretation pro-
cess prior to the subsequent structure-building step. BS@syand semantics are
inseparable.

4.2 Locality Constraints on Noun Phrase Construal

Confirmation of this analysis comes from its immediate aggion to variability
in dative construal. Though scrambling of preverbal nomtjiad nonanaphoric
noun phrases is noted to be relatively unconstrained, eedatarked noun phrase
sometimes gives rise to ambiguous construals, sometimesMioen the dative-
marked noun phrase occurs between two subject-markedgshiiis ambiguous:

(41) Hirotoga Masani Akikoga ringoo muita to itta
Hirotoyon Masapar Akikonons applesce peeled COMP said
‘Hiroto said that Akiko peeled an apple for Masa.’

OR ‘Hiroto said to Masa that Akiko peeled an apple.’

However what is not possible is the interpretation of a @atelative to some su-
perordinate node in the structure once a certain level ofeelding has been intro-
duced. (42), in which there are twga- marked phrases is unambiguous:

(42) Hirotoga Akikoga Masani ringoo muita to itta
Hirotoyon Akikonon Masapar applesce peeled COMP said
Hiroto said that Akiko peeled an apple for Masa
# Hiroto said to Masa that Akiko peeled an apple.

Given application of Generalised Adjunction intermedia¢tween the processing
of Hiroto gaand the processing dfkiko ga this is as we would expect:

{Tn(0), ?Ty(t),}

{Fo(Hiroto)} {(U)Tn(0), 7Ty (t), O}

{Fo(Akiko)} {Fo(Masa)}

We return to this issue in section 7.
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Given that two NPs both marked witha as in (42) cannot be resolved in the
same local domaif?, the only possible sequence of transitions is one in which
Generalised Adjunction applies following the parsing & #xpressiomiroto ga.

But on such a transition, the expressidasa nifollowing Akiko gacan only lead to
interpretations in which either the two NPs are interpretedo-arguments of some
lower predicate, oMasa niis interpreted as contributing to some structure at yet a
further level of embedding. What is excluded is its proj@ettas co-argument with
the node decorated by the actionsHifoto ga, for there is no pointer movement
back to arbitrary nodes already introduced.

So far the predictions match those of other frameworks. Hewawith the
occurrence of the matrix subject after the embedded clagsplence, movement
analyses lead to different predictions. On the presentyaisalthe occurrence of
the dative-marked NP followingo as in (43)-(44), must be interpreted relative to
the matrix subject, and not as contributing a term in the sdibate structure:

(43) Akikoga ringpo muita to Hirotoga Masani itta
Akikoyoy appleicc peeled COMP Hirotoyoy Masapar said
Hiroto said to Masa that Akiko peeled an apple.

# Hiroto said that Akiko peeled an apple for Masa

(44) Akiko ga ringo 0 muita to Masa ni  Hiroto ga itta
Akikoy apple; peeled COMP Masa) s Hirotoy  said

Hiroto said to Masa that Akiko peeled an apple.
= Hiroto said that Akiko peeled an apple for Masa

As we have already seen, once the pointer has moved down t® Soinordinate
structure, there is no return to a higher point in the tred thdt intermediate tree

is completed. Yet once that intermediate tree is complébedpointer moves on to

a dominating node. The pointer is at that later point pla¢echatever node locally
dominates the node decoratedHliyoto ga. Hence the only interpretation for either
(43) or (44) is one in which the term decoratedMgisa himodifies the predicate
applied toFo(Hiroto) (either as third argument, or as adjunct, depending on the
analysis attributed to the datived).

*Apart from the pairs of-ga marked expressions which dictate a more abstract subject-
predication relation. See footnote 42.

®n all of (42)-(44), the fixing of the subject relation in pessing-ga means that the construc-
tion of the full template of structure projected by the verill wmvolve reconstructing the subject
relation nondistinctly, as in the simpler cases, assigttiegsubject node a meta-variableFasmula
decoration emptily, given the presence of an already détexdfrormulavalue.
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4.2.1 Proper Binding Effect

This result is not predicted by movement accounts. To théraon (44) ought
on the face of it to allow an interpretation in which the datimarkedMasa-ni
is understood as an argument in the subordinate structinee there is a possi-
ble sequence of movement steps first moving the dative NP tihencomplement
clause to left-adjoin to the containing structure followsgda second extraction
step moving the complement structure itself from its sulate position to a left-
adjoined one. Such cases constitute the problematic “pfmipding constraint” (
Saito 1985), which has to be superimposed on a movementsisahs an addi-
tional constraint. It is these data further which remainbpematic for minimalist
accounts, since the level at which the proper binding camttiwas defined in
Saito 1985, s-structure, cannot be invoked. On the Dynaymta8 account, there
is simply no question of any such sequence of operationspatiern repeats itself
across a broad range of constructions:

(19) [*Hanako-gat; iru to]; Sooru-nj Taroo-gat; omotteiru
Hanakoyoas be that Seoul-in Tarooypys think
[That Hanako ig;]; in Seou] Taroo thinkst;

(20) Hanako-ga Sooru-ni iru to Taroo-ga omotteiru
Hanakovors Seoulpc be that Tarogypas thinks

Hanako is in Seoul, Taroo thinks.

On the present account, all such cases are automaticaltjugesl. The parsing
of the sequence ending witto in (19) has to have been construed as a completed
propositional formula in order to license the update predidy -to, so would
have to have the argument i provided in context. The provision @ooru-

ni following the parsing ofto but to be understood as modifying the mebedded
structure, is precluded. There is no going back of the poiatece that structure is
completed, the only possibility would be to const@moru-nias a dative argument
to omotteirubut this is independently excluded. In (20), by way of castirdéhe

full sequence of expressions needed to interpret the dlaagaence ending with
-to allows a propositional structure to be routinely completaat this then serves
as the internal argument oimotteiru- all exactly as expected. The explanation
follows directly from general properties of tree growth aiveh by the suffixes.
The processing db demands the prior completion of a propositional structue a
an associated formula of tyge No expression contributing to that structure can
occur after it:
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(45) *Mary ga yonda to sono hono John ga itta
Maryyon read COMP that bookice Johnyons said fact
(koto)

Mary read that book, John said

We can see, from the conflicting dynamics of movement and Bymi&yntax
accounts, how the data which provide such a problem for thredomelt away in
the latter. The problem arises in frameworks in which thggmtion of structure
is defined exclusively bottom up, with chains or coindexisgsa projected being
said to provide the basis for defining relations between spropositional tem-
plate of structure and some left-dislocated expressionthdmpresent framework,
the dynamics is the other way about. Partial structuresmalgcied from the left as
various forms of underspecification with subsequent enrafit, with the morpho-
logical suffixes indicating when any substructure is contgule The analogue of
a leftward movement process from out of some overall stractiiom which the
remainder must not also be allowed to move, simply neveesfis

5 Long-distance scrambling

Despite the simplicity of the account so far, the sensititdt linear order appears
to be jeopardised by the reconstruction effects showingttigaleft-peripheral ex-
pression may be in some sense delayed:

(46) zibunzisin-o Taroo-ga semeta (koto)
selfaco Taroovons blamed
‘Himself, Taro blamed.’

(47) Otagai-o John to  Mary-ga hihansita (koto)
each othefc- John and Mary criticised

John and Mary criticised each other

®1The apparent mirror image effect in (i), which is well-forthean be explained by introducing
either linked structures or unfixed nodes in the latter staijehe interpretation process, analogous
to (ii):
(i) Taroo-ga omotteiru-(yo) Hanako-ga t(i) iru to Sooru-ni
(i) She talks too fast, Ruth Kempson.
Given that this paper does not explore the concept of linkegttsres in any depth, all right dislo-
cation effects are left on one side. See Cann et al forthaptifor an account of the asymmetry
between left and right dislocation effects in terms of howestn processes apply in early and late
stages of the construction process.
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The first problem about these is how case specifications, ufpaiate mechanism,
can be delayed at all. We have so far only given the lexicalatherisation ofga
by way of illustration. And this we said provided a fixed radatas an immediate
parse step. So how can these other cases fail to enforce ehyupdate? The
second problem is that long-distance scrambling data areyamly reported by
informants not to occur in normal Japanese usage, ho mattefdimal the style:

(48) ?Ringoo Hirotoga Akikoga tabetato itta
AppIeACC HirotoNOM Akiko NoMm ateomp said
‘An apple, Hiroto said that Akiko ate.’

Given the central status of *Adjunction in the grammar folisma as the primary
parsing tool for introducing unfixed nodes, this seems an smdce of cross-
linguistic variation.

The processing perspective can provide a basis for exptaboth these prob-
lems. The first problem is easy enough to sgive temat least. We define all
nonsubject case markings as imposing only a requiremenifddate, a filter on
output, dropping the fixing of the tree relation, allowingspible delay in assign-
ment of the fixed relation that they expréss:

The object markeyo:

IF Ty(e)

THEN IF (1) (Tn(a)N?Ty(t))
THEN put(?(1o)Ty(e — t))
ELSE Abort

ELSE Abort

Like the earlier specification efja the trigger for this update is an establistiéd
value. The only difference is the imposition of the weakedatp, that of a re-
guirement. Some subsequent update action will then havetide the necessary
value, either through Merge or some other enrichment psp@satter we now
turn to.

In the case of cross-clausal scrambling phenomena suct8pst{é problem
imposed by the delay in fixing the tree position of such unfiredes across two
specified subject relations is that all wellformed applaat of *Adjunction must
be associated with some subsequent application of Merdgingithe unfixed
node with some other node with a fixed position in some emegaucture. With
(48), however, *Adjunction cannot apply to license the dduiction of a second
unfixed node to the matrix typerequiring node, at least on the assumption that

®2As with -ga, the need for imposing a locality condition on the input dtind is not necessary,
given the particular characterisation of *Adjunction andn@ralised Adjunction.

38



only one unfixed node can be introduced relative to a singlie mathin any emer-
gent partial tree. But this means that the transition froninnckuse structure to
subordinate structure between the parsingdwbto ga and the parsing ofkiko
gahas to be constructed by application of Generalised Adjoncthis in its turn
creates a further hurdle, as the resulting structure is teakwto license Merge of
the unfixed node originally introduced ByAdjunction

{Tn(0), ?Ty(t),}

Fo(e, x, R/iI;g/o(x)) Fo(Hiroto)

M) Ty(e = 1) (10)Tn(0) HOMTn (), (1)}

{Fo(Akiko)}
{To)(U)Tn(0)

{Fo(W), O} {Fo(Tabe)}

The step of Merge cannot be applied to unify the node deabwaite Fo(e, x, Ringo(z))
and the object node fdabe because the application bfergedepends on a pro-
cess of evaluating the unfixed node successively down semetider construction
across a succession of daughter relations. Generalisemétdjn does not provide
the structural environment to allow this: what it defines isamsition which is a
disjunction across LINK or daughter relations.

This may seem to enforce a characterisation of all suchgsti@is incapable of
yielding a logical form as a result, hence ungrammaticat.tivere is a simple and
monotonic repair process. Given that the formal systenwallmterspersing of
pragmatic enrichment processes with the mechanisms whiobde the building
of partial structures, all that is required to achieve a qales string is to assume
that pragmatic enrichment, as a generally available civgnirocess, can apply
not only to formula enrichment as for anaphora resolutian, abso to structural
enrichmen® What is required to yield a well-formed derivation is to oduce
the requisite weak tree relation by Generalised Adjundbiory having done so, to
enrich it to a fixed relation:

(t0){11)T'n(0)

The problem about such a step is that it is not morphologidatjgered: it is an
abduction step that is triggered solely by recognition thighout it, no success-
ful derivation will result - hence a meta-level step of redng. Indeed it is not

%This is hardly contentious, since enrichment of stimuli igemeral cognitive phenomenon, not
one specific to a certain mode of representation.
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pointer-driven, and may only occur when the verb is proaksBeing a pragmatic
and optional process, any such choices should be expectss dssociated with
general cognitive constrainté. So pragmatic assumptions put together with the
*Adjunction analysis of long-distance scrambling lead agxpect its commonly
observed reduced acceptability, which can be improved avplarticular form of
stress, and focus-type interpretatfSn.

5.1 Why don’t subjects scramble?

This account of long-distance scrambling presumes on thesiction of pragmatic
and structural constraints, analogous to anaphora résol@ne critical detail re-
mains unclear - the specification of the update provided bg.cé&/hat was initially
introduced as an update from unfixed node position to fixee@ mothe configura-
tion got weakened for all non-subject case-marking to allmvg-distance scram-
bling, these case specifications being said to be no morefitters on the output.
With structural abduction providing a general cognitiveibdor enriching unfixed
nodes to some fixed relation, we now return to the status af specifications,
for all cases of structural underspecification will in pipie also allow such free
enrichment. The account of so-called local scrambling neaoines that of intro-

84t we follow relevance-theoretic assumptions, we shoulpeex judgements of reduced accept-
ability if either processing/production costs fail to benimiised or if the interpretation cannot be
made sufficiently salient to be recoverable. Since the gsicway to check for inferential effects in
the construction of a putative parse sequence is to congroposition-sized units in as few moves
as possible, localised construction of propositionalcitmes will invariably be preferred. It is no-
table in this connection that a minor ordering change, ircviiie matrix subject occurs immediately
before the main verlita transforms its acceptability:
(i) ringo o Akiko ga tabe to Hiroto ga itta
applescc Akikon o ate COMP Hirotaroas said
‘ Akiko ate an apple, Hiroto said'.
In processing (i), all structural relations are locallyueed once a typérequiring node has been in-
troduced, and the result is fully acceptable. Acceptahbilfta string such as (48) is however reported
to be improved if the left-dislocated expression is modifiéth a relative clause, the left-peripheral
positioning then enhancing the identifiability of the cdnsnt structure:
(i) Watashi ga muita ringo o Hiroto ga Akiko ga tabe to itta
‘The apple which | peeled Hiroto said Akiko ate.’

®5Assigning separate lexical specifications for a verb antkitse suffix is essential to the anal-
ysis, as application of the step of Merge has to take placsesjulent to the processing of the verb
(which introduces the template of propositional structuesd prior to the steps of compiling up
the decorations on non-terminal nodes of this structureasired by the update given bta. The
need for such a Merge step (together with the attendantstal@nrichment to enable Merge to take
place) is thus driven by the presence of the verbal suffix aaddondition it imposes that a completed
propositional structure of typeebe established. This result should extend to all verb-feragliages;
and casual but persistent enquiries indicate that thiseswdwelmingly the general pattern (Turkic,
Polynesian, Japanese and Korean).
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ducing unfixed nodes by Local*Adjunction which are then ss$sively enriched
to a fixed tree configuration by what is a freely available @nrient process, with
the case-marking itself not dictating the immediate fixifithe tree relation.

This account, though compatible with non-subject case imgykvould yield
too weak a characterisation of subject specifications, B@cuence ofja marked
expressions is completely irreversible:

(49) Hirotoga Akikoga ringoo tabe to itta
Hirotoyons Akikonoas appleicec peeled COMP said

=# Akiko said that Hiroto ate an apple.

(50) *sono kodomo-gakouchou sensei-ggugyouni sankashitewa ikenai-to
the-kid teachek o class participate not allowed
kimata.
decided

‘The child, the head-teacher decided should not attendo$tho

If unfixed nodes could be spontaneously enriched, and al gaecifications were
just a filter not enforcing any immediate fixing of the nodeytkdecorate, then in
principle the subject case marking on the first expressioa sequence of NPs,
like any other case specification, should be able to decaratenfixed node with-
out imposing a fixed subject relation at that point in the pasdlowing a possible
subsequent sequence of actions as in long-distance desneféects. Following
the analysis already set up, these would take the seagmtharked expression
to decorate the matrix subject, allow a step of Generalisgdiction and a step
of structural abduction to create a nested tyegquiring node, and the unfixed
node would then provide the embedded subject through apiglic of Merge in
the presence of the subject node introduced in parsing tie keleed such an in-
terpretation should be natural, if suitable choice of laki,ems strongly buttresses
such an interpretation. Yet this is contrary to the repoifttmedness of (50) and
the lack of ambiguity of (49).

However, at this juncture, there are interesting croggditic differences. In
Korean, suitable choice of predicat®Eeslead to an entirely acceptable sentence

(51) Ku Haksayng-i kyojangsensengnim-hakkyo-e teisang oci-malla
the studenkons head-teacheros school-at no longer come-not
ko khyelcienghay-ss-ta
COMP decide-PST-DEC
‘The child, the head-teacher decided should not attendostho
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Paradoxically, this buttresses the proposed analysigqitdethe need for lexical
stipulation, since it provides a natural basis for crosgtlistic variation. Notwith-
standing the availability of pragmatic explanations of wagg-distance scram-
bling may or may not be sufficiently easy to construct to beeptable in object or
indirect-object casesga marked expressions immediately induce a subject node
within the partial structure under construction. The dolutto this is to retain
BOTH the earlier lexical specifications efia and-o, allowing difference in status
for subject-marking in Japanese and all other case spéitfisa Ga marking is
associated with a stipulated update of the unfixed node rdéss with a fixed
relation®® All other case specifications merely impose a constrainherupdate
to be provided; and these can be taken as triggering an emgitthof the structural
relation whose value they constré&in.

%The only type of case which will not fall within this charaggation are the uses efjato mark
the object relation. All such cases require special lexdtigulation.

®7It might be suggested that this account of why there is ncestilsicrambling cannot be the sole
answer, as the sequencingrof marked expressions is similar, with the interpretationhef first
member of such a pair construed as the embedded subjectdtredsas the dative. However, as this
analysis would expect, it appears that pragmatic condidesaare operative here, as in Korean, since
speakers variously report that (i) is wellformed and ungmbus, and (ii)-(iii) are both ambiguous,
though with the firstni marked expression much preferred as the understood enmbedbgect (the
reversed interpretation is possible if said in a context Imicl it is presumed that John made Taro
kiss someone):
(i) Taroo-no apaato-ni Mary-ni John-ga denwa-s-ase-ta.
Taroaz en apartmens a7 Maryp ar Johnvo mr phone-caused.
‘John made Mary phone Taro’s apartment.
(i) Akiko ni Taroo ni John ga kiss-sase-ta
Akiko p ar Tarop ar Johnvoar kiss-cause-PAST
John caused/let Akiko kiss Taro (preferred)
or
John caused/let Taro kiss Akiko
(iif) John ga Akiko ni Taroo ni kiss-sase-ta
JOhmvoar Akikop ar Tarop ar kiss-cause-PAST
John caused/let Akiko kiss Taro (preferred)
or John caused/let Taro kiss Akiko
Of these (iii) is the most natural, on an interpretation irichtthe firstni marked expression marks
the embedded subject. A step of Generalised Adjunctiongsired subsequent to the parsing of
the -ga marked expression to enable the twi marked expressions to be parsed, but the parsing
reflects the way the semantic tree can be unfolded. In §i){§ioth of which are reported to be
somewhat odd, there is only one possible way of construainggical form; and this involves
a step of abduction, much as in long-distance scramblingnviilves assuming an initial step of
Generalised Adjunction introducing an intermediate typeguiring node: this constructed node is
then used as the node from which the tmdomarked expressions are sequentially parsed as unfixed
nodes, each immediately updated to yield a fixed decorateel. ribis then this type-requiring node
whose relation to the root has to be enriched into a regulamimtion relation, so that, with its two
argument nodes already constructed, it can be unified wétbltfect argument node for the complex
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While this enrichment process updating unfixed nodes masatbn-subject
case marking is optional, it turns out in effect to be obliggat No possible deriva-
tion will be successful for any sequence of NPs occurringrbeh a subject expres-
sion and its associated verb whose nodes are not taken asliatatg enriched; for
should such an update fail to take place, the result woulddteay incompatible
decorations of just one single node, as two such nodes wawiel the same treen-
ode address, and nodes with the same treenode address bandistinguished
from one another. All such sequence of actions would thudilggrted out, leav-
ing only the sequences in which a node, once introduced bgltAdjunction and
then decorated is updated to yield some fixed tree posititineiemergent propo-
sitional structure®8 The difference between Korean and Japanese subject marking
thus boils down to a difference in the status of the case fpatidbn — an encoding
of a structural relation as a stipulated action in the onguage, and as a filter on
the output in the othé® Furthermore, expressed as a constraint on the output, we
predict that in principle case specifications should all@had in their implemen-
tation, exactly analogous to antecedent choice for anapbmpressions, as long
as they decorate a node introduced by *Adjunction.

Though construal of long-distance scrambling is constdiefa application of
Generalised Adjunction, the account nevertheless expliia observed sensitiv-
ity of long-distance scrambling to strong island restaiot, which constituted an
argument for its syntactic status (Saito 1985):

(52) ?*Ano hon-o John-ga katta hito-ni aitagatteiru rasii
That booksce Johnyopns bought persom a7 want-to-see seem

‘It seems that that book, John wants to meet the person whgrtyou

structure induced frorkiss-saseo provide the arguments &iss once thega marked expression
and the compound verb are parsed. The resulting interfmetiatr both (i) and (ii) takes the form of
presenting an ordered pair ‘As for the pair of Akiko and Taahn forced the former to kiss the latter’
This is indeed just as is reported. Indeed (ii) fits well asr@weer to the echoic question ‘John made
WHO kiss WHOM?’ (thanks to Hiroyuki Uchida for this obseneat). With marked intonation, the
reversed interpretation of the twaoi marked expressions will be available, with introductioraaf
unfixed node from that intermediate node as the basis fotieong the first-ni-marked expression).
(i)-(ii) are of special interest, as they indicate that fextion from subject position” is not itself
precluded in Japanese. All that is precluded is such a démora the subject position is marked by
-ga. This is exactly what this analysis would anticipate, tHodgtailed specifications of light verbs
such asaseremain to be given.

®n proposing an abduction style of analysis for case spatidics in addition to the rescue
strategy needed to render acceptable long-distance siingmskquences, this analysis has much in
common with the abduction+deduction account of sentenmeegsing of Vasishth and Kruijff 2001.

%90n this view of cross-linguistic case differences, we woekpect differences in the subject
specification of the two languages and, more generallytgréa@edom of word order variation in
Korean than Japanese. These differences are as reportetidnlifurther detailed study. For this,
and further development of an account of focus in Dynamid®yrsee Kiaer in preparation.
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The use of Generalised Adjunction prior to the projectiostoficture for the rela-
tive clause sequence is essential to the characterisdtretative clause construal.
Enriching that relation to one of domination at an internagelistep in the construc-
tion process in the presence of a node to be construed asdifixeleed licensed,
allowing a process of Merge to unify the node associated thighleft-peripheral

expression and an argument node for the \ertte. But making this move would
then debar the resulting structure from functioning as akéh structure to some
subsequent head. Hence the islandhood restriction.

5.2 Radical Reconstruction

This account of long-distance scrambling gives us a natmais for explaining
wh- questions such as (15)-(16), with suitable lexical de€ini of-kaanddona’®

(15) John-ga Mary-ga dono hon-o yonda ka siritagatteiru
Johnvoy Maryyoy which bookscec read Q want-to-know
(koto)

John wants to know which book Mary read

(16) ?Dono hono-o John-ga Mary-ga yonda ka siritagatteiru
which bookscc Johnvoy Maryyonys read Q want-to-know
(koto)

John wants to know which book Mary read

-Kais simply defined as adding-a(Q typing feature and, if not the root, inducing
a dominating relation (following the pattern b):

IF Fo(a), Ty(t)
THEN IF Tn(0)
THEN put(+Q);
ELSE put(+@Q, (To)(11)T'n(0));
-ka %/0(<To><T1>)

ELSE Abort

“The lexical specification aflonowill not be given here. It involves the complication of spec-
ifying not merely the requirement of being dominated by aendécorated with a +Q feature to
ensure questionhood, but also its availability as a geriedeafinite licensed by a suitable range of
NPI environments.
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The mechanism of merging the initially unfixed node (whicl{lif) is the unfixed
node decorated bgono hond with the embedded object argument node will be
driven by the combination of the clause-typing propertykafand a requirement
imposed on indefinites such deno honothat to be interpreted as a questioned
expression, they must decorate a node dominated by a +Qtfgé@ture. So the
presence ofka as a suffix onyondain (16) determines the interpretation @éno
honoas an argument ofonda as this is the only way to satisfy the +Q require-
ment imposed on if! The analysis of long-distance scrambling is otherwise like
the long-distance dependency effect displayed in Engtisth involve updating an
unfixed node at a level at which the semantic structure istngeted. It is in this
respect that the radical reconstruction phenomenon ofnéspais not a surpris-
ing language-particular phenomenon, but a reflex of anantgeneral structural
principle/? The parallelism with non-subject case-marking is expecasdboth

"LAs Jun Abe points out to me, apparently problematic for thesf& of analysis is the observa-
tion of Takahashi 1993 that given two Q-markers, a prepogeexpression is identified as a matrix
question rather than embedded one (to which in processintsidt is closer):

(i) Nani-o John-ga Mary-ga tabeta ka siritagatteiru no

Whatscc Johnvoar Maryn o are Q want-to-know Q

‘What does John want to know whether Mary ate?’

While a detailed lexical specification a&ni remains to be given, the required interpretation of (i)
suggests thath-expressions in Japanese are constrained to take narrpe gdth respect to some
most local scope-inducing operator (unlike the Engliskefirdte which has no such restriction), a
constraint which would enforce their left-peripheral piasi if the interpretation to be conveyed is
one in which their scope is not that of the complement strect(Technically, to achieve this result,
the very first step in the construction process needs todot® a variable representing the index of
evaluation associated with the root structure, this thiewatg the introduction of a scope statement
for the term constructed from the initially placedh expression.) It is notable that, by such means,
what are expressible within Minimalism as economy condgion derivations (see Abe 2003 for an
account of scrambling in these terms) can be reconstruntéztins of locality constraints on con-
strual, whose application to intermediate partial strrggun the construction process is immediate
(see section 5.3).

"?There is one difference from long-distance dependencesid-itial languages such as English,
independent of the distinct means of clause-typing. Tragicel between matrix node and the subor-
dinate propositional typenode is established in Japanese long-distance scramiylimgrbducing
an extremely weak tree relation and enriching it by asswnpt some fixed value. Accordingly, we
would expect double embeddings to be severely degraded thasse cases, no fixed relation can be
established:

(i) ??Sono hon-o John-ga Mary-ga katta to Bill ga itta to dmoti (koto)

That books o Johnvo v Marynoar bought COMP Bill o ar said COMP think (fact)

‘That book, John thinks that Bill said that Mary bought thabh.’

(i) ??Sono hon-o John-ga minna-ga Mary-ga katta to omotted itta (koto) That bookcc,
Johrvoar allvoar Maryn o bought COMP think COMP said (fact)

‘That book, John said that everyone thinks Mary bought.’

In the more deeply embedded instances of complement emfzggdtie enrichment has to be from
one underspecified relation to another rather than progidifixed value. But this leaves application
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constraints are expressed as an output filter.

5.3 Long-Distance Scrambling and Binding effects

Confirmation of all three processes of Adjunction comes ftbminteraction of
these processes and anaphor construal.

First, we expect the “reconstruction” effects for rgamarked anaphoric ex-
pressions occurring left-peripherally in any clausal seqe, whereby they can be
construed as picking up their interpretation from someofeihg expression. On
the analysis of these expressions as decorating an unfixi titeese data are li-
censed because any node whose tree node relation isn't fikeblewassociated
with a subsequent update process. The fact that there has sadh a subse-
guent process means that there will be a distinct point irctimstruction process
at which any aspects of underspecification left without tpdathe earlier step of
constructing the unfixed node can be resolved at this sedagd:s

(46) zibunzisin-o Taroo-ga semeta
selfsco Tarooyons blamed
‘Himself, Taro blamed.’

Because all rules are optional, nothing forces the sultistitwf a term to update
the meta-variable projected by the anaphor in (46) at thet poiwhich the unfixed
node is decorated. The pointer can be moved on from this ndtlewt any such
process, given the provision of a type specification for tletaavariable, as it is
this that is critical to successful processing of the caaekar-o. At the later stage,
once this incompletely decorated node has merged with teenial argument node
projected by the versemetathe substitution of this meta-variable will however
become essential, as otherwise with an open requirememtingm, its immedi-
ately dominating predicate node will fail to be assigned ranida node, and so
there will be no wellformed outcome overall.

It might seem from (46) that the identification of appropiabnstruakibun-
zisinis identified off the fixed structure, once the initially urdtknode is updated -
agreeing in this with the radical reconstruction accountt tBings aren't quite this
simple. As is wellknownzibunis a subject controlled anaphoric device, restricting
identification of its antecedents to terms that decoratebgestinode zibunzisinis
the local analogue of this, requiring as its antecedenttatsyilocal subject node,
that is thecLOSESTSsubject in some sense to be made precise. The problem is that,
given the range of interpretations available in (21)-(23 not sufficient to define

of Merge unavailable, and the overall interpretability lof string relying on global procedures not
provided by the parse mechanism. (Saito reports these sadiet(1985), but he deems them to be
grammatical, their unacceptability due to the displayattereembedding.)
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locality either off the predicate relative to which the ahaphas to be construed,
or off the subject expression closest to it in the linear sege, for there is the third
type of reading to express, as in (23):

(21) Taroo-ga Hanako-ga Jiroo-gg, zibunzisin-g; .; hihansita to
Tarooyons Hanakoyoas Jirooyou Selface criticized that
itta to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self; .«

(22) Taroo-ga Hanako-ga zibunzisin-q; ;, Jiroo-gg, hihansita to
Tarooyoys Hanakoyour selface Jirooyoys criticized that
itta to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self; ;

(23) Taroo-ga  zibunzisin-@;, Hanako-ga Jiroo-gg, hihansita to
Tarooyons Selfacce Hanakoyoys Jirooyoas criticized that
itta to omotteiru (koto)
said that think fact

Taroq thinks that Hanakpsaid that Zirog criticised self ;

This is expressible in this framework with no structureesfie stipulation (the lo-
cality constraint on the subject-seekinifpunzisinaside. Informally, given that an
unfixed node is evaluated progressively down through a seguef daughter re-
lations, there is the possibility of updating any undergffietion associated with
the formula in question at each successive node that isgh@ssmigh en route to
the point at whichMerge can take place. The lexical specificationzifhunzisin
is simple. It projects an itemised meta-varialdl&,,,,, defined to be associated
with a local substitution process:

IF Ty(e)
THEN pUt(FO(UanaphaTy(e)));
ELSE Abort

The restriction on this local substitution process thenatyehas to refer to some
closest subject relative to some point in the constructimtgss (i.e. some domi-
nating typet-requiring node which immediately dominates a subject noite no

intervening type-requiring node node which itself dominates a subject node )

*These are the cases for which Saito defined an additional tArisastipulated to be satisfied at
intermediate points in the chain construction.
"“Notice how the concept afubjectis again determining a locality domain.
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Local Substitution:

IF FO(Uanaph)aTy(e);
THEN IF (U)3z(Tn(z)AN?Ty(t)A Lo Fo(a)A
~Fy(Tny)A?Ty(t) A{U)Tn(z) Az 7y Ao T))
THEN put(Fo(a))
ELSE Abort
ELSE Abort

The significance of this characterisation is that it isn&dfic to any fixed po-
sition in a tree. First, the substitution defined will triNyeapply in the case of (21)
since the node whichibunzisindecorates is a node which is locally dominated by
a typei-requiring node with a fixed term as subject; and this cantfanas its an-
tecedent — there is no putative intervening typequiring node. The substitution
process can also apply in a derivation in which, following garsing of somga
marked expression to serve as antecedent, a presumed Sepealised Adjunc-
tion introduces an intermediate typeequiring node across a very weak structural
relation and then a new unfixed node is introduced for thelzovaje decorate. As
long as there is no intervening subject between this unfixebk rand that of the
putative antecedent, tlga marked expression immediately preceding the anaphor
in the string will remain the closest subject as defined ontrbe even though it
isn’t structurally local. So in (22)Hanakowill be available as an antecedent for
zibunzisin Yet, because this node which the anaphor decorates isoarthlysis
unfixed, its decorations have to be passed down through tleegemt tree as it is
constructed until the point at which Merge can take placenifyuhat node with
some fixed position. Hence in (22ipunzisincan be identified as takinganakoas
antecedent, but nevertheless be objedtib&nsita Nothing, however, forces such
an interpretation otibunzisinas the process of substitution is a computational ac-
tion, hence optional. So should the substitution optionbeataken up, the unfixed
node with its metavariable dSo value can be evaluated down through the tree as
it unfolds until the point at which it can be merged - in (22)ths object ofhi-
hansitaas before. Hence the ambiguity of (22). As we would expeetsdhtwo
interpretations are reported to be equally natural: no sfegiructural abduction
was necessary in the derivation of either interpretationally we get to (23), and
here, with its three possible interpretations, an inteéngstep of abduction be-
comes essential. As in (22), a step of Generalised Adjumcidm be presumed to
apply following the parsing of the matrix subject, and theriediately succeeding
anaphor can be construed as sharing Alaevalue of that matrix subject. There
is also the interpretation in which the meta-variable pigd by the anaphor isn’t
identified until the node it decorates is merged with the abfggument node of
hihansitawhen it can be identified relative to the most deeply embeddéject.
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However, there is, in addition, the possibility of identify zibunzisinas picking
out Hanako-ga which follows it in the string. This is because in the evéilua of
the unfixed node decorated by the anaphor down through tbettrere will be an
interim transition step in which the structural descriptjgrovided by the locality
specification will be specified as picking odanako-gaas the “closest” subject.
In all three interpretations, unlike (21)-(22), structumbduction will be essential:
without such an enrichment step, exactly as in the casesgfdistance scram-
bling already seen, the unfixed node whithunzisindecorates will not be able to
be merged with the object node of the complement structurégied byhihansita
So we get some basis for anticipating both the left-rightvasgtry displayed in
(21)-(23), and the reported reduced acceptability of (23).

It is notable that this analysis emerges from the dynamidastadfducing a left-
dislocated term as decorating a node without a fixed tree nith itself has an
underspecifiedFormulavalue. The distribution of the different forms of construal
of zibunzisinis simply a reflex of the interaction between the resolutiohshe
structural underspecification intrinsic to Generaliseduaidtion and *Adjunction
on the one hand and the content underspecification exprestfed meta-variable
asFormulaon the othef®

Confirming this style of analysis is the distribution of thenrsubject-seeking
anaphootagai’® Unlike zibunor its variants, there is no restrictionatagaibeing
interpreted only relative to a term that functions as a subffeln an environment
in which otagai must be construed as decorating a fixed node, the antecextent f
otagaimust precede it (see section 1):

(5) Johnga Taroo to Hiroto-ni otagai-o syookaisita
Johnyvoys Taro and Hirotoparrve each otheicc introduced

John introduced Taro and Hiroto to each other.

(6) *John ga otagai-o Taroo to  Hiroto-ni syookaisita
Johnyvoys each othescc Taro and Hirotoparrvg introduced

John introduced Taro and Hiroto to each other.

Yet like zibunit can occur initially and be interpreted by some subsegaent
tecedent:

SThis is in contrast to the Saito form of analysis, for whichaattlitional A feature needs to be
defined just in order to allow the facts to be expressible iwithe general movement account. The
feature may seem reasonably well motivated, but it is a lstijon none the less.

"®Without a fixed characterisation of plurals, some uncetitsrinevitably remain.

""For those speakers who preclude any non-subject anteckdeniagaj the antecedent is pre-
sumably identified on a similar basiszdbunzisin
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(9) Otagai-o John to Mary-ga hihansita (koto)
each othescc John and Marynyons criticised fact
Each other John and Mary criticised

As we saw earlierptagai itself cannot occur as a subject, but it can occur within
a subject; and within a single clausal sequence, and onhliwit single clausal
sequence, it can occur as a subpart of a subject with its eddat being some
non-subject-marked expression:

(2) ?Taroo to  Hiroto-0 otagai-no sensei-ga hihansita (koto)
Taro and Hirotoyoas each othetgy teacheicc criticised fact
‘Taro and Hiroto criticised each other’s teachers’

(12) ?*Taroo to Hiroto-o  otagai-no sensei-ga  Tanaka-ga
Taro and Hirotoscc each othetgy teachexons Tanakarons
hihansita to itta (koto)

criticised COMP said (fact)
*Taro and Hiroto, each other’s teachers said that Tanakiaisad.

Like zibunzisin there is clearly some form of locality restriction at wobkjt
for otagaithere is no reference to subject as such, and, given the asygnbe-
tween (2) and (12), it looks as though the restriction needsetone which can
preclude an unfixed node as a site for a putative antecedtetttisiconnection, re-
call that scope statements for terms as constructed from plotase sequences are
entered incrementally into a tree structure, compiled mestocal typet-requiring
node. Technically this will mean that not only do all suchrsi enter into such
a scope statement, but they are also describdd@3/(«).”® It is this predicate
DOM that we use to express the range of antecedents availabtagai given
the assumption that whereas short-scrambling involvestoacting fixed tree re-
lations immediately, long-scrambling involves leavingsthinderspecified relation
and proceeding with the parsing of other expressions. Weleam discriminate
between an initial expression interpreted within somellstracture, and one that
is interpreted as decorating an unfixed node which is not idiabely updated.
The former will have an entry among the set of scope statesneescribable as
DOM («): the latter will not. So we can say thatagai has to be assigned an
antecedenév meeting the conditiodOM («).

While this analysis remains informal, pending a full acdoofnplurals, a first
approximation to the restriction on the substitution pescassociated witbtagai

"8\We assume that such scope statements are constructedNitsalextending the assignment of
scope statement to a proper nhame and assuming they inva@weotistruction of terms which are
assigned widest scope, an assumption which is uncontrakers
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might take the form:

IF FO(Uotagai)a Ty(e)
THEN IF (UY(3z(Tn(z)NTy(t) N DOM () A
=y (Tn(y)A?Ty(t) AN{U)Tn(z) Nz #y
AFzDOM (z))))
THEN put(Fo(a))
ELSE Abort
ELSE Abort

Again we invoke a concept of most local, here attributed gt describable by
the predicateDOM. The fact thataNy term amongst the locally collected set
of scoped terms will count as a possible antecedent is aptinence the well-
formedness of (5), and also the relative acceptability pa(@i (3)7°80

(3) Taroo to Hanako kara otagai-no hahaoya-ga hon-o
Taroo and Hanako from each-othesgy mothewoy bookico

*This analysis depends on the analysisofas genitive marker as projecting argument nodes
internal to the type constituent. There is independent evidence of this arsalgsie Saito and Hoshi
2002.

8t might be argued that this characterisation of the logalkistriction onotagai, in being de-
pendent solely on the presence of some term in some prapuaitstructure, fails to characterise
the illformedness of (i), for why canttagaiin (i) be taken to decorate an unfixed node, both the
coordinateHiroto to Akiko niand the subject-marked expressitlwhn gabe taken to decorate fixed
nodes, thus allowing the identification ofagai as the object ofyookaisita which would THEN
allow Hiroto to Akiko nito be identified as the antecedeniotdigat
(i) *Otagai-o Hiroto to Akiko-ni John-ga syookaisita.

Each-othef ¢ Hiroto and Akikop arrv £ Johnyoar introduced.

Two possible solutions suggest themselves, while retgitiie relatively weak concept of locality
proposed here. First, assigning an interpretation to (thbyoute of building botletagaiandHiroto

to Akiko nias locally unfixed nodes is precluded, and with-ailmarked nodes having to be intro-
duced as unfixed and enriched only by abduction, this is gefifito determine the ungrammaticality
of (i). In effect, any node taken to be unfixed but not immesliatipdated must be followed by a
subject-marked constituent. This condition isn’t met Byif(iotagai and Hiroto to Akikoare inter-
preted as two nodes which are independently unfixed; heseengrammaticality. The alternative
is to construct an interpretation for the sequencetafai o Hiroto to Akiko nas though they were
together — a pair of argument creating nodes to an intergayet-requiring node — and to consider
that intervening node as the sole unfixed node, which is stibjea later step oMerge However,
unlike the use of this strategy to capture the possibilitynaf-ni marked expressions precedingga
marked subject in (i) of footnote 67, here, it will not yieldvell-formed result. Such a move would
require the interpretation aftagaito be selected from some antecedent term already in the set of
terms describable at that intermediate node as alreadyahaf scope statements for that node, and
this condition isn’t met astagaiis parsed. Since by both possible interpretation strasegiewill

fail to get a logical form with all requirements met, (i) istneellformed. As Hiroto Hoshi pointed
out to me, this example is problematic for Saito’s 2003 asialysince the explanation that renders
(9) grammatical would equally apply to (i). |1 am grateful tnhfor bringing this example to my
attention, and for alerting me to its significance.
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karita (koto)
borrow

From Taroo and Hanako, each other’s mother borrowed books.

Furthermore, as long as we distinguish *Adjunction and L@djunction,
this characterisation aftagaiwill also exclude construal ajtagaifrom some fol-
lowing antecedent within some sequence of NPs providingraegts for a single
propositional structure, as in (6). Once one fixed node isttoated from a type-
requiring node, *Adjunction is inapplicable. Local*Adjation, on the other hand,
despite allowing multiple applications, requires eacthsagplication to be imme-
diately enriched as indicated by the case marking to ideatfixed tree relation:
otherwise, with two competing descriptions of unfixed nodeminated by the
same type-requiring node, the derivation will be filtered out as pobrg incon-
sistent node decorations. Thus, with incremental fixindpefibterpretation of each
such node, all decisions about aspects of underspecifichtiee to be made as the
expressions are parsed, reflecting the strict increméntdlthe interpretation pro-
cess for any node that is fixed.

This analysis obtagaiin terms of its putative antecedent having to be available
in some set of scope statements provides a reason to expesytimmetry between
the single-clause and cross-clausal cases as in (2) andf¢t2cope statements
must be constructed localfy. Any expression interpreted as decorating an initially
unfixed node which is accordingly not updated to be constagetbcally domi-
nated by a type-requiring node will not provide any entry into the set of geo
statements collecting at that node, hence will be precldided serving as an an-
tecedent for the subject-containethgai Hence the difference in acceptability of
(2) and (12).

As noted initially, the type of asymmetry displayed in (2}dafi2) pertains
also to quantifier binding, confirming the general directidithe analysis, and the
distinctness of Local*Adjunction and *Adjunction. Qudigd expressions must
be construed as entering a term into some set of scope statenwithout hav-
ing done so, they are not wellformed as terms in the tree (tikkyhave a scope
requirement that isn't fulfilled). However, a scope statetrmn only be entered
into from a fixed position in some local domain — the constfajuantified ex-
pressions thus cannot be licensed from an unfixed node. Hamegular pronoun,
even though it itself may have no restriction requiring ihstrual to be identi-
fied locally, cannot have its interpretation provided by amifier that isn't yet
assigned a fixed position. So (14) is illform&d:

8More accurately, scope statements are collected at thestltsnse-marked tygerequiring
node to the node at which the quantifying term is constructed
82As quite generally observed, though quantifiers may be ooedtas focussed through phono-
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(14) *Dono; hon-ni-mo sonq tyosya-ga Hanako-ga ket-o
Book every its authorypops Hanakoyons criticismacce
tuketa to itta
gave that said

*Every book its; author said that Hanaka criticised

By contrast, (13) allows a bound-variable interpretatiordng as the quantifying
term decorates a fixed node. The object node which it desorass have been
introduced into the structure as an unfixed node, but in c@essign it some
scope relation to other terms in the structure under coctgbrny it must have been
immediately enriched:

(13) Dono hon-ni-mo  sono tyosya-ga ket-o tuketa
which book-to-evenits  authotyops criticismyce gave

Every book its; author criticised

So overall, the binding interaction between anaphor réismluquantifier binding
and scrambling is expected, given certain assumptionst apguopriate concepts
of locality for anaphor and quantifier construal and for thsotution of the unfixed
nodes which the terms are taken to decorate. The whole statyout the interac-
tion of different but related concepts of locality, both b factions that induce the
structure, and on the formulae that decorate tf&m.

6 Comparing Grammar Formalisms

Stepping back from the details, we can now see to what exteritave been suc-
cessful in providing an account of Japanese scramblingndsifamily of under-

specified tree relations and processes of tree growth defimedthem, we have
provided a basis for capturing core properties of the lagguavhile reflecting

remarkably faithfully the dynamics of processing in reatdi We have charac-
terised the asymmetry between the flat sequence of nodeglwyhtre structure
is initiated and the fully configurational property of thetjput structure. We have

logical stress, they cannot occur in left-dislocated pas#t (see Anagnastopoulou 1995):
(i) John saweVERYONE.
(i) *Everyone, John saw.

8Technically, Local*Adjunction can be reduced to *Adjurmii but, to achieve the same data
coverage, such a move imposes on each non-subject castcspieci a disjunction forcing the re-
quired update in the presence of a discrete fixed daughtgiarl But this loses the cross-linguistic
generality of both *Adjunction and the format of case speaiibns, making cross-linguistic com-
parisons harder.
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characterised variability of word-order effects, and thatk on that flexibility, giv-
ing at least provisional specifications of the differengliity restrictions associated
with the anaphorgibunzisinandotagai In all cases, processes of interpretation
growth are driven by the suffixes, which determine that jrgation is built up
locally, and incrementally. An account of long-distanceasabling has also been
expressible within the framework, with some explanatioitperipheral status.

The parallelism between this account of scrambling andSaiadical recon-
struction form of analysis shines through, despite majerdinces of approach.
Both analyses purport to provide an integrated accounteoptienomena, here de-
fined over a family of concepts of structural underspecificeaind their processes
of update. In both styles of analysis, the interpretatiothefexpression in ques-
tion is in some sense “reconstructed” into a configuratigraaition from which
the interpretation it provides can contribute to the whoket, in Saito’s anal-
ysis, the process of radical reconstruction is an idiogcunique to Japanese
needing special stipulation within the grammar of the laaggu In the present
analysis to the contrary, the reconstruction effect of digjance scrambling is
explained as an immediate consequence of the general gmguehitecture: all
long-distance dependency is characterised in these t&mms: a general perspec-
tive, what is novel about the approach adopted here is tleagthmmar directly
provides an architecture for incremental left-to-rightdaage processing. Rather
than take correspondence between word order and inteipreta be indicative
of how structure and interpretation determine the ordexpfassions, we take the
linear order of expressions to provide the input from whith&ure and interpre-
tation are projected.

6.1 Parametric variation?

One might ask what this framework has to say about parameftersss-linguistic
variation. Given its parsing commitment, the only basisvémiation is the balance
between lexical and general computational actions, as &then a given form
of update constitutes a general strategy in some languagsiily with varying
conditions allowing cross-linguistic differences in rangf its applicability), or is
defined to occur solely as lexically triggered. So even L@djlunction would

be expected to be applicable in principle in any languagssipty in a lexically
restricted formf* This leads us to expect a considerably broader spectrurmof la
guages to display scrambling than a parametric, headrdapproach (Fukui 1993,

8The correspondence between heavy NP Shift and scramblaigeiady noted (Saito and Fukui
1998), and it is notable that it is such structures as doabjeet constructions which impose linear
order restrictions on quantifier construal (see Kempson\kr-Viol 2003).
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Saito and Fukui 1998

According to the analysis provided here, it might seem tbatrabling of argu-
ment NPs is twinned with the projection by the verb of a fulpositional template
of structure, to wit being fully pro-drop. Indeed, if in a uage the verb bears the
major role of projecting propositional structure, whetterb-final, verb-initial, or
verb-mediaf® we would expect this to be associated with relatively fregeor
ing of NPs, since, with the trigger for projecting the updatevided by the verb
being that of the top typérequiring node, and its update actions relatively rich,
the decorations provided by NPs themselves merely providedecorations for
argument nodes which have been provided by the parsing ofdii® and this
can be achieved by any of the available strategies (eith@irbgt decoration, or
by the projection of unfixed node®). Hence the freedom of ordering for NPs in
full pro-drop languages. But this cannot be the full picfuae it is well known
that non pro-drop languages may also make widespread useaafisling devices,
notably the Germanic languag®&s.Yet these languages are, in the main, notably
rich in the alternative lexical means of inducing propasitil structure, namely
case specifications. These languages too do not need tonsmlgeomputational
actions to induce structure, since the burden of doing sarised by individual
morphological specifications associated with the othelomegtegory associated
with projection of predicate-argument structure — nameéyargument providing
expressions.

This leads us to expect a mixed situation, while sustainireaively stringent
universalist position. All languages whose lexical speatfons, either verbal or
nominal, induce appropriate partial structures do not neagse general compu-
tational devices to unfold the requisite tree structurecdnsequence, word order
variation can be used for indications of relative depengerieg scope and other
aspects of context-dependency in interpretation. Bugtharsguages which do not
contain either verbal or nominal specifications that indsigeh structure will of

8Bailyn 2003 argues that scrambling in languages may appbpotustituents other than noun
phrases, including adjective fronting. While there arauargnts that adjunct placement forms part
of the same phenomenon, possibly of optional argumentsstdtel phenomenon of adjective fronting
is arguably a distinct phenomenon. It is notable that wileetéve fronting, the bare adjective, as
well as the nominal with which it has to be construed are caseked. From a DS perspective, this
might suggests a relation more like apposition, as in:
(i) A friend of my mother’s, someone she hasn't seen for ygarsoming to stay.

8Given the role of tense in the construal of Japanese, we wexpdct the determination of a
language as verb-final, verb-initial, or verb-medial wouwich on properties of tense specification. In
this connection, it is notable that verb-initial languagbaracteristically display auxiliary fronting.
See Turner 2003.

87If some NP is not case-marked to indicate relative positioimé resulting tree, the analysis can
involve the projection of anaphorically correlated paiffiriked structures - as withwamarking.

8For a DS characterisation of German word order, see Klei3200
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necessity be relying on the computational top-down unfgjdif subject-predicate
relations, and maybe also predicate-object relations. Witld order of expres-

sions carrying the weight of triggering the processes thdtide such branching
in the semantic tree, linearity considerations cannot hésoased to convey other
order-sensitive projection of aspects of interpretation.

7 Coda: The Grammar-Parser Correspondence

It might seem that in advocating a parsing-directed granforanalism, we have
missed the point of the difficulties which parsing of Japangsses. In all expla-
nations set out, we have followed a single sequence of tramsj merely noting in
passing that there are many alternative possibilitiesarptiocessing of a Japanese
string almost every step of the way. Yet the problem of disgomtion is particu-
larly acute in Japanese, and so, one might argue, cannot aside. In one sense,
this is true. But the formalism is not itself a model of pagsin that it doesnoT
provide a model of the actual parsing mechanism used tolisstdlow choices are
made relative to context. To do this would involve modellmyv stored informa-
tion is retrieved for determining interpretations in a giventext, what determines
relative accessibility of stored information, and so on shiort an essentially prag-
matic account? The present model, to the contrary, merely defines an acthite
of tree growth reflecting how information as processed ift bpi what it provides
is a set of constraints to be implemented in a theory of pgisitonjunction with
whatever general cognitive constraints apply to cognifivecessing in general.
And the interest of the present account is that the step wirigaon one side the
disambiguation task as a problem for a pragmatic theory doesd has opened up
the possibility of developing a grammar formalism in muabselr correspondence
to what is required by parsing models than has hitherto bessilple.

That this characterisation of Japanese structure retésstacloseness of corre-
spondence between parsing and structure-projectiongee\d final buttressing of
the proposed re-interpretation of a grammar formalismapafese, as we've seen,
individual propositional structures are progressivelilthyp, and then are taken as
units in some larger emergent structure. Far from requaipgizzling asymmetry

8In following this up, we might pursue a relevance-theorétisis for modelling the selection
mechanism according to which processing choices are méd&edo balancing cognitive cost with
inferential effect (Sperber and Wilson 1995). On this agsizn, one would expect that alternative
sequences — even though requiring an implementation of bimiee process as soon as possible
to minimise cognitive cost — would have to be constructedaraltel until evaluation of inferential
effect can be determined for any propositional unit. Thusweeld expect possible choices to be
selected clause by clause, rather than sentence by senteadeedly reducing the combinatorial
explosion of alternative derivations to be considered.
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between the grammatical description of the language arghitsing implementa-
tion, the grammar formalism and processes of parsing araedkfn synchrony.
Japanese no longer seems such an exotic language for acchiduire.
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