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SUMMARY

Today more than ever, we are asked to evaluate the realness, truthfulness and
trustworthiness of our social world. Here, we focus on how people evaluate real-
istic-looking faces of non-existing people generated by generative adversarial
networks (GANs). GANs are increasingly used inmarketing, journalism, social me-
dia, and political propaganda. In three studies, we investigated if and how partic-
ipants can distinguish between GAN and REAL faces and the social consequences
of their exposure to artificial faces. GAN faces were more likely to be perceived
as real than REAL faces, a pattern partly explained by intrinsic stimulus character-
istics. Moreover, participants’ realness judgments influenced their behavior
because they displayed increased social conformity toward faces perceived as
real, independently of their actual realness. Lastly, knowledge about the pres-
ence of GAN faces eroded social trust. Our findings point to potentially far-reach-
ing consequences for the pervasive use of GAN faces in a culture powered by
images at unprecedented levels.

INTRODUCTION

More than ever before in human history, we are required to evaluate the realness, truthfulness and trust-

worthiness of our social world. From mainstream news to social media, from edited photos to deep fake

videos, from humans to bots, and from alternative facts to fake news, we must judge the veracity of agents

and the information they convey. In this work, we focus on people’s ability to correctly judge the realness of

artificially generated faces, that is, faces of people who do not exist.

Faces are among the most salient social stimuli we encounter in everyday life. We use people’s facial fea-

tures to form first impressions within a few milliseconds and infer personality traits (Palermo and Rhodes,

2007). We also use facial cues to judge people’s attractiveness and trustworthiness (Todorov et al., 2015), to

infer more complicated mental states and emotions (Hoffmann et al., 2010) and even to assess their health

(Stephen et al., 2009). In addition to face-to-face encounters, the presence of digital faces is ubiquitous in

modern visual culture, from traditional (e.g., television and magazines) and social media (e.g., Facebook

and Twitter) to dating apps, from advertising to political marketing. In many cases, digital faces are as prev-

alent as faces in real-life encounters, and we regularly choose, edit andmanipulate photos to communicate

specific aspects of our personality. People are presumably not just interested in faces but in the minds

behind those faces (Looser and Wheatley, 2010). Whenever we see a face, we automatically assume that

the person in the photo exists (or existed at some point) and that this real person has a mind, thoughts,

and emotions (Gray et al., 2007). However, with the emergence of the generative adversarial network

(GAN) technology (Goodfellow et al., 2020; Karras et al., 2018), judging the veracity of faces has become

even more challenging with potentially far-reaching societal consequences.

GANs are deep neural networks (i.e., artificial neural networks with multiple layers between the input and

the output) that generate novel images which aim to be statistically indistinguishable from their training

image dataset. GANs are particularly impressive at generating realistic novel faces trained on a large data-

set of real faces. GANs are a machine learning technique in which two deep neural networks (DNNs) work in

concert to train each other (see Figure 1). A generative network generates a fake face based on a random

seed. The discriminator network is fed either the fake generated face or a real face (randomly drawn from a

large training set of real faces) and has to decide if the face is fake. The generative model’s task is to

generate fake faces that will ‘fool’ the discriminator into classifying the face as real, hence the word adver-

sarial in GAN. The discriminator classification error signal, i.e., the signal indicating if the discriminator is
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Figure 1. The figure illustrates how the face generator network is trained. See text for details.
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mistaken in its classification of the face as real or fake, trains both the discriminator and generative networks

by adjusting the network weights. This process is continued until both networks are proficient at their tasks

and the generative network produces faces that are difficult to discriminate from real ones (also see sec-

tions 1 and 2.1 in the Data S1 file).

Over the last five years, there has been an impressive acceleration in GAN technology and, as a result, GAN

faces look surprisingly realistic today (Beridze and Butcher, 2019). The people depicted in these new

photos do not exist and never existed, and yet faces synthesized by GANs can look very much like the stim-

uli used to train the networks (Webster et al., 2021). This deep fake technology has been applied in various

useful contexts (e.g., improving the quality of old photos, generating images for commercial websites,

etc.), but the faces of non-existent people can and have been used with malicious intent, including in

fake social media profiles (Rothman, 2018), that may influence social and political behavior. Images of arti-

ficial people are already ubiquitous in marketing, journalism, political propaganda (Vincent, 2020) and

appear as ‘‘red herring’’ agents in intelligence wars (Parello-Plesner, 2018), where the intention is to influ-

ence, mislead or distract viewers (Satter, 2019). Alongside technical conventions and policy regulation for

synthetic content, we need research that investigates how we process and behave toward GAN faces.

To the best of our knowledge, the experiments reported here go beyond previous research on fictional or

computer-generated faces (Abraham, 2015; Balas and Tonsager, 2014; Green et al., 2008; Seyama and Na-

gayama, 2009). We investigated the extent to which people can identify state-of-the-art, hyper-realistic

GAN generated artificial faces for what they are (i.e., not real) (Study 1, see preregistration at https://osf.

io/5hswy). We then studied the social consequences of being unwittingly exposed to artificial faces, espe-

cially when they are perceived as real (Study 2, see preregistration https://osf.io/hae8q). We were particu-

larly interested in people’s informational conformity behavior (Toelch and Dolan, 2015), that is, people’s

tendency to copy sources that are deemed of higher informational value (Castelli et al., 2001; Paladino

et al., 2010; Vaes et al., 2003). Is there a potential bias to rely on artificial faces as a source of information

under conditions of uncertainty? The emergence of deep fake technology affords us a unique opportunity

to probe potential differences in conforming to real and artificially generated social stimuli. For this pur-

pose, we used a social conformity task to investigate how much and why people tend to conform to

GAN over REAL faces, as a function of the perceived realness. Finally, we investigated whether by explicitly

informing people about the presence of GAN faces and thus leading them to question social trust, we

could influence the way in which they evaluated the information provided by GAN or REAL agents. To

that end, in Study 3 (see preregistration at https://osf.io/x85pr), we investigated people’s social conformity

when they do or do not possess knowledge about the presence of artificial faces, in an attempt to under-

stand whether participants conform more to non-existing than to real people, even when they know that

some of the faces they see are artificial.
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Figure 2. Steps in design of Study 1

(A) Before Study 1, we first conducted two laboratory pilot Stimuli Selection studies on independent groups of

participants. In the first one, participants’(Npilot1 = 4) responses were used to choose the 50 out of 100 GAN stimuli rated

highest on perceived realness. In the second study, responses from a new group of participants (Npilot2 = 4), were used to

choose the 50 out of 100 REAL faces which rated highest on perceived realness (see sections 2.2 and 8 of the Data S1 file).

We then used these faces in the three Stimuli validation studies: We recruited three different groups of naı̈ve participants

(NA = 31, NE = 30, NT = 30), and exposed them to 100 faces (they did not know that half of themwere GAN), each displayed

for 3 s. Each group judged the Attractiveness, Expressiveness or Trustworthiness (e.g., from ‘Not at all’ to ‘Very

Attractive’), respectively (see section 2.4 of the Data S1 file).

(B) We then performed Study 1. (1) Participants were exposed to one face at a time, presented for 3 s. (2) They had to judge

whether the face was ‘Real’ or ‘Fake’ and how confident they were in their answer (from ‘Guessing’ to ‘Certain’), within 20 s.

(3) We also obtained participant’s scores on prosopagnosic, autistic and alexithymic traits, to investigate if and how such

individual differences contribute to a different perception of Realness (for further details see STAR methods and section

2.7 of the Data S1 file).
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RESULTS

Study 1: GAN faces are perceived as real faces

Participants were presented with GAN or REAL faces. They were instructed to judge whether these were

real or fake, and then rate their confidence in their judgment (see Figure 2A). Following the main task, par-

ticipants completed three questionnaires which assessed propensity to autism, prosopagnosia, and alex-

ithymia respectively (Figure 2B).

Throughout our article, we use the definition of real (or REAL) to denote faces of people that actually exist

(or existed), and fake to describe faces belonging to a non-existent person (i.e., GAN faces). Note that the

distinction is often not obvious: A real face might look fake and a fake face might look real. In this sense, we

expected that the categorical border between these two categories would not be clearly defined but rather

ambiguous, and that Realness (i.e., the perception of reality from an image) would vary gradually across a

continuum. Our aim was to investigate people’s ability to recognize the realness of state-of-the-art GAN

faces similar to those likely to be used for commercial, social, political or marketing purposes, rather

than flawed GAN faces. Because this was central to our research question, the selection procedure for

face images (see sections 2.1, 2.2 and 8 of the Data S1 file to see how GAN and REAL stimuli were obtained

and for exclusion criteria) was conducted in a principled way instead of relying on random selection. As part

of the selection procedure, we also obtained ratings for the levels of Attractiveness, Expressiveness and

Trustworthiness of each face from independent raters (see Figures 2B, and S1 of the Data S1 file). These

traits were specifically selected, because we wanted to account for possible stimulus characteristics that
iScience 25, 105441, December 22, 2022 3



Figure 3. Study 1 – Descriptive plots

(A) By-participant boxplots. For each participant (i.e., each dot), we estimated the ‘‘Realness’’ (pRC) associated with each

StimulusType and Stimulus Gender by dividing the number of ‘‘real’’ responses by the total number of faces within each

category (N = 50, as we collapsed across Stimulus Gender).

(B) By-Image boxplots. For each image (i.e., each dot), we estimated the probability of being judged as real by dividing

the number of participants that said ‘‘real’’ to that image by the number of participants. The dotted line is the chance level

and indicates that a participant chose the faces within a category as ‘‘real’’ and ‘‘fake’’ equally as often.
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might contribute to Realness judgments. Such traits have been observed to be implicated in the percep-

tion of computer-generated faces (Balas and Pacella, 2017; Balas et al., 2018). We tried to match and con-

trol for a number of face characteristics (e.g., age, smile, orientation; see section 2.3 of the Data S1 file and

Table S1 of the Supplemental Information). The analyses are also described in the paragraph Analyses for

the Realness task in STAR methods.

We first tested whether the two stimulus types were considered as real or fake relative to chance level. For

each participant, we computed the proportion of real responses for each condition (pRC) by counting the

number of real responses divided by the total number of images within a StimulusType (GAN| REAL) and

Stimulus Gender (N = 25 repetitions for each combination of Type and Gender). The distributions of pRCs

across conditions are shown in Figure 3A. The proportion of real responses for the Female/REALGroup was

not normally distributed, as indicated by the Shapiro-Wilk normality test (WFemale/REAL = 0.97, p = 0.016;

WFemale/GAN = 0.98, p = 0.09; WMale/REAL = 0.99, p = 0.53; WMale/GAN = 0.98, p = 0.07). We therefore

used the nonparametricWilcoxon signed rank one-sample test against 0.5 which resulted positive and sig-

nificant for all distributions (VFemale/REAL = 4516, p < 0.001, rank biserial correlation coefficient = 0.59, 95%

CI = [0.43, 0.72]; VFemale/GAN = 5163.5, p < 0.001, rank biserial correlation coefficient = 0.82, 95% CI = [0.74,

0.88]; VMale/REAL = 3998, p < 0.001, rank biserial correlation coefficient = 0.41, 95% CI = [0.21, 0.57];

VMale/GAN = 4429.5, p < 0.001, rank biserial correlation coefficient = 0.56, 95% CI = [0.39, 0.69]). We

computed another index that captured the amount of realness associated to each image (pRI) by counting

the number of participants that said real to each image divided by the number of participants. The distri-

butions of pRIs across conditions are shown in Figure 3B. In this case, the proportion of real responses for all

groups were normally distributed, as indicated by the Shapiro-Wilk normality test (WFemale/REAL = 0.97, p =

0.574; WFemale/GAN = 0.97, p = 0.758; WMale/REAL = 0.93, p = 0.112; WMale/GAN = 0.97, p = 0.732). The one-

sample t-test against 0.5 was positive and significant for all groups (TFemale/REAL = 4.23, p < 0.001, Cohen’s

d = 0.85, 95% CI = [0.39, 1.33]; TFemale/GAN = 4.74, p < 0.001, Cohen’s d = 0.95, 95% CI = [0.48, 1.45];

TMale/REAL = 2.34, p=0.028, Cohen’s d = 0.47, 95% CI = [0.05, 0.90]; TMale/GAN = 5.19, p < 0.001, Cohen’s

d = 1.04, 95% CI = [0.55, 1.55]). These results suggest that the faces were generally considered to be

real independently of type or stimulus gender.

Then, we investigated whether GAN faces were perceived differently than REAL faces. As reported in our

pre-registration (https://osf.io/5hswy), based on the nature of the stimuli, we expected people to judge a

REAL face to be real more often than a GAN face general linear mixed models (GLMM) logistic regression

analysis with StimulusType (GAN|REAL), Stimulus Gender (Female|Male), Attractiveness, Expressiveness,

Trustworthiness, and the individual differences captured by the three questionnaires on alexithymia

(TAS-20), autistic traits (AQ) and prosopagnosia (PI) to predict participants’ Judgment of the stimuli as

real or fake. Participant Age and Gender were also added into the model. We included two random error

components: Variation in the intercept because of participants (Participant ID) and images (Image ID). The
4 iScience 25, 105441, December 22, 2022
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total explanatory power of the model was substantial (Conditional R2 = 0.291), and the part related to the

fixed effects alone (Marginal R2) was 0.052. We observed that the StimulusType (Odd Ratio = 1.77, SE =

0.31, p=0.001, 95% CI = [1.25, 2.49]), and the Stimulus Gender (OR = 0.62, SE = 0.10, p=0.003, 95% CI =

[0.46, 0.85]) were significantly predictive of participant responses, with GAN faces predicting real responses

more than REAL faces and Female faces predicting real responses more than Male faces, respectively. The

participant’s Gender (OR = 1.47, SE = 0.29, p=0.050, 95% CI = [1.00, 2.15]) was also statistically significant,

suggesting that Male participants tended to say realmore often than Female participants. Attractiveness

was also significant (OR = 0.67, SE = 0.06, p < 0.001, 95% CI = [0.55, 0.80]), suggesting that the more attrac-

tive a face was, the less it was considered real (Figure S2B). We also observed a significant interaction be-

tween StimulusType and Age (OR = 1.14, SE = 0.06, p=0.009, 95% CI = [1.03, 1.26]), suggesting that the

tendency to say that GAN faces were more real than REAL faces increased with age (see Figures S2A

and S5). All other predictors of the models were not statistically significant (see Table S2). Furthermore,

GAN faces were associated with higher confidence levels than REAL faces judged; However, this effect

was mostly explained by the fact that the GAN faces were judged to be more real than the REAL faces

(see section 3.1.2. of the Data S1 file; Table S3 and Figure S3 of the Supplemental information).To evaluate

the general accuracy of the participants, we also computed the sensitivity and positive predictive val-

ue(PPV); these are reported in section 5 of the Data S1 file. Also, none of the low-level features that we esti-

mated (i.e., stimulus age, face orientation, smiling, flaws; see section 2.3 of the Data S1 file and Figure S1 of

the Supplemental Information) could significantly explain any of the observed variance of the participants’

responses.

In summary, Study 1 showed that GAN faces were judged to be more real than the REAL faces, even when

controlling for the specified stimulus characteristics and participants’ demographics, and even though

GAN faces were rated as more attractive (see section 2.4.2. of the Data S1 file and Figure S1A of the Sup-

plemental information). Generally, faces that were more attractive were considered to be less real. Our re-

sults contrast with previous studies that have investigated how people judge real and artificial faces (Balas

and Tonsager, 2014). Past research has typically shown that artificial faces are easily categorized as fake,

unless some important factors are disrupted (e.g., contrast). However, over the last decade, GAN technol-

ogy has advanced considerably, and the GAN faces we used represent a state-of-the-art that did not exist a

few years ago. The increased likelihood of classifying a GAN face as real showcases the performative power

of current deep fake technology. As our results suggest, GAN stimuli have intrinsic features that lead them

to be perceived as more real, but also that individual differences, such as age and gender, can also influ-

ence people’s judgments.
Study 2: Judgment of realness, but not stimulus type, increases conformity

If GAN faces are more likely to be perceived as real, what, if any, are the social consequences of processing

and interacting with such faces? To answer this question, Study 2 investigated how people socially conform

to GAN and REAL faces. Previous studies showed that conformity (i.e., the over-proportional bias to match

or copy a source that is deemed to have high informational value) can be experimentally manipulated using

normative influences, elicited by social expectations or rules (Andrighetto et al., 2018; Castelli and Zecchini,

2005; Demoulin et al., 2004; Toelch and Dolan, 2015; Vaes et al., 2011). For example, conformity increases if

the counterpart involved in the experiment is perceived to be part of the in-group (Vaes et al., 2003) or if the

counterpart is relevant to one’s self (Castelli et al., 2003). We hypothesized that people would conform

more to faces that they perceive as real. Thus, they should display more conformity toward GAN than

REAL faces, because these were generally rated as more real.

To test this hypothesis, the same participants who took part in Study 1 were invited to participate in Study 2

three months later. N = 55 participants took part in a modified version of the number of letter estimation

task (Castelli et al., 2001). This task requires participants to estimate how many letters are displayed on the

screen under time constraints. It also provides them with an additional source of information, i.e., an esti-

mate of the number of letters suggested by another person, typically represented by a picture of a face. The

use of this additional information source in completing the task provides an indication of conformity,

because it quantifies the participant’s level of trust in the face. This experimental setup aids in eliciting so-

cial conformity behavior because restricted cognitive resources (Pendry and Macrae, 1994) allow implicit

attitudes to influence a participant’s explicit judgments about the faces because they judge certain faces

to bemore informative and trustworthy sources than others (Castelli et al., 2003; van Cappellen et al., 2011).
iScience 25, 105441, December 22, 2022 5



Figure 4. Study 2 – Conformity analysis

Design: (1) Sixty-four participants who previously participated in Study 1, also participated in the second experiment, but

only those 54 participants that passed the attention checks were used in the analysis. They were exposed to the same 100

faces as before, followed by an array of letters ‘A’ (always showing 200 letters for 4 s) in different densities. (2) Above the

letters, they saw a number which was an estimate of the previously seen face. Following this, they had to estimate how

many letters were on the screen within 10 s (3) Descriptive plots: (A) For each participant, we first estimated the Conformity

Index associated with ‘‘fake’’ and ‘‘real’’ responses and then averaged the Conformity Index across responses to obtain an

estimate of the mean Conformity Index. Note that each pair of dots in Panel A represents a different participant. More

specifically, they represent the averaged Conformity Index reported for the faces judged as fake and the averaged CI for

the faces judged as real.

(B) For each participant, we then subtracted the mean Conformity Index associated with real responses from the

Conformity Index with for fake responses. A value of zero (dotted line) indicates that there was on average no difference

between the mean Conformity Indices. On average, the Conformity Index for images that participants judged to be fake

was higher than for the ones judged to be real, suggesting that people were conformingmore to faces that they judged to

be real. Note that the analysis reported in panels (A and B) was exploratory (see the paragraph ‘‘exploratory analysis’’ for

Study 2below).
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On each trial, participants saw each of the 100 faces used in Study 1 for 3 s, followed by a dense cloud of

letters (all As). Participants were asked to estimate the number of letters shown (Figure 4, left panel). The

number of letters was always the same (N = 200), but the spatial distribution varied on each trial to give the

impression that the number of As varied (Anobile et al., 2014). Crucially, at the top of the letter array there

was a number representing the estimate provided by the face that had been presented earlier. As in past

social conformity studies, participants could use this information to provide their answer. We informed par-

ticipants beforehand that ‘‘real faces tried very hard to provide a correct estimate’’, and therefore the num-

ber could be informative, but the number provided byGAN faces was randomly generated by an algorithm,

and therefore was not necessarily informative (seemethods summary,Conformity task in STARmethods for

further details). To incentivize participants to use all available information, we rewarded their accuracy with

a bonus on a randomly selected trial. Conformity was measured as the absolute difference between the

response and the estimate provided by the face, hereafter the Conformity Index. Thus, lower Conformity

Index values indicate higher conformity.

As stated in our pre-registration (https://osf.io/hae8q), we first computed each participant’s Conformity In-

dex for the GAN and REAL faces (collapsing across Stimulus Gender) and then compared the two groups
6 iScience 25, 105441, December 22, 2022
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using a paired test. Because the pair differences were not normally distributed (Shapiro-wilk test: W = 0.8,

p < 0.001), we ran aWilcoxon signed rank test, that resulted non-significant (V = 795, p = 0.837, rank biserial

correlation coefficient = 0.03, 95%CI = [-0.26, 0.32]). Therefore, we could not reject the null hypothesis of no

differences between the two group measures.

Exploratory analysis

With our planned analyses, we did not observe a significant difference between the Conformity Index eli-

cited when participants saw GAN versus REAL faces. However, in our pre-registered analysis, we did not

take into account people’s responses on whether a face was perceived as real or fake. Therefore, we con-

ducted an exploratory analysis to test whether there was a tendency to conform more to those faces that

were judged as real (Figure 4, right panel for descriptive plots). We ran a GLMM regression analysis with a

negative binomial distribution (hurdle regression analysis) to account for the fact that our dependent var-

iable (Conformity Index scores) was bounded at zero. The advantage of the hurdle regression analysis is

that it essentially allows one to run two models at once: one component (the conditionalmodel) processes

only the values larger than zero; the other component (the zero-inflation model) deals with the zero values

(see analyses for the conformity task (study 2 and 3) in STARmethods for details). In our design, a zero value

indicated maximum conformity. Therefore, we assumed that the zero-inflation model would inform us

whether a participant conformed (i.e.,Conformity Index = 0) or not (i.e.,Conformity Index> 0). On the other

hand, the conditional model quantifies the amount of conformity from high (low Conformity Index values)

to low (high Conformity Index values). The model included the StimulusType (REAL|GAN), the Stimulus

Gender (Female|Male), the Judgment (fake|real), and the interaction between Judgment and Stimulus-

Type, and between Judgment and Stimulus Gender, the Gender and Age of the participants as fixed-ef-

fects. We also included the Attractiveness, Expressiveness and Trustworthiness of the face as covariates.

The Participant and Image IDswere used as random-effect intercepts. For the conditional model, the Judg-

ment was significant (Incident Rate Ratio = 0.92, SE = 0.02, p=0.001, 95% CI = [0.88, 0.97]) suggesting

smaller Conformity Index values (i.e., higher conformity) to faces that were judged to be real than to those

judged to be fake. The participant Gender was also significant (IRR = 1.37, SE = 0.22, p=0.047, 95% CI =

[1.00, 1.87]), suggesting that Male participants tended to have higher Conformity Index values (i.e., less

conformity) than Female participants. The zero-inflated component also confirmed that more Conformity

Index values equal to zero (i.e., maximal conformity) were given to faces that were judged to be real to

those considered fake (Odd Ratio = 1.33, SE = 0.18, p=0.040, 95% CI = [1.01, 1.75]). Attractiveness was

also significant (OR = 0.82, SE = 0.08, p=0.033, 95% CI = [0.69, 0.98]), indicating that participants tended

to conform less to faces rated as more attractive. The Stimulus Type,Stimulus Gender and their interactions

were not significant in either of the model components (see Table S4).

In sum, we observed that GAN faces were more likely to be judged as real than REAL faces (Study 1), and

that participants (a subset of Study 1) were more likely to display greater social conformity to faces that they

had previously judged as real (Study 2), independently of stimulus type.
Study 3: Informing people about the presence of GAN faces reduces conformity and

attenuates trust

In Studies 1 and 2, participants were informed from the outset about the nature of GAN faces and their

presence in our experiment. In that sense, the informational context within which they performed these ex-

periments was one where they were encouraged to entertain doubts about the authenticity and potential

trustworthiness of the perceived faces. This simulates the reality of our daily interactions with artificially-

generated images. The fact that GAN faces were perceived to be more real showcases the recent techno-

logical advances in the application of Artificial Intelligence (AI) in image generation. As such technologies

become more ubiquitous in social media, the very presence of artificial agents, bots, GAN images and

deep fake videos may erode our trust in what we see and hear. In Study 3, we aimed to understand how

knowledge about the nature and presence of such stimuli may impact social trust, by explicitly manipu-

lating the informational context within which participants performed the experiment, either informing or

not informing them at the outset about the presence and nature of GAN faces.

In Study 3, two new groups of naı̈ve participants were recruited in a between-subjects experiment. In Unlike

Studies 1 and 2, in Study 3, participants first performed the Conformity task, and then the Realness task.

This allowed us to manipulate participants’ knowledge about the types of faces we used. In the Knowledge

group, participants were informed at the beginning of the experiment that some of the faces were
iScience 25, 105441, December 22, 2022 7



Figure 5. Design of Study 3:Participants were recruited for the Knowledge (NK = 116) and the NoKnowledge (NNK = 116) groups

(A) The Knowledge group was told that some of the faces were Fake, defined as: ‘‘Artificial faces that are generated by an algorithm and these images depict

non-existing people’’, whereas others were Real, ‘‘Genuine, unaltered faces of real and existing people’’. This explanation was accompanied by comments

on concurrent social context ‘‘Such technology of generating artificial faces of non-existing people can be used in various useful contexts (e.g., improve the

quality of old photos, generate new model images for commercial websites, etc.), but is also being used with malicious intentions, such as generate fake

social media profiles that could influence social and political behavior. It is therefore important and timely to investigate how we process such faces’’. The

NoKnowledge group did not receive this information.

(B) Both groups performed the Conformity task, as described in methods – Study 2. When performing the conformity task, both groups were told that some

people (represented by these faces) may have mademore effort than others and that they should use any information available to them, to consider whether

the person gave an informative response that they might want to take on board.

(C) Participants in the NoKnowledge group were told for the first time that some faces might be Real or Fake (with accompanying definitions and social

context), whereas the Knowledge group received the same definitions again.

(D) Participants in both groups then performed the Realness task, as described in methods – Study 1.
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artificially-generated (i.e., were GAN faces), whereas in the NoKnowledge group they received that infor-

mation only before the Realness task (Figure 5). In that way, we were able to quantify people’s social con-

formity to the same face stimuli under two different knowledge contexts and could assess whether knowl-

edge about the presence of artificial agents impacts trust and conformity.

To compare whether informational context modulated the level of conformity, we first ran an independent

Mann-Whitney U Test between the two groups, because the Conformity Index scores for both groups were

not normally distributed, as indicated by the Shapiro-Wilk normality test (WKnowledge = 0.87, p < 0.001;

WNoKnowledge = 0.77, p < 0.001). We observed that that the Conformity Index was on average larger (i.e.,

indicated less conformity) for the Knowledge than for the NoKnowledge group (W = 7825, p=0.016, rank

biserial correlation = 0.18, 95% CI = [0.04, 0.32]) suggesting that knowing that GAN faces were present

reduced trust in general (Figure 6). Then, as in Study 1, and as stated in the pre-registration (https://osf.

io/x85pr), we ran general linear mixed models (GLMM) with a binomial distribution to predict judgment

and a GLMM with a Gaussian distribution to predict confidence (see Tables S8–S13 for the results; See

also Table S17 for a comparison across studies). Furthermore, as in Study 2, and as stated in the pre-regis-

tration (https://osf.io/x85pr), we ran GLMMs with a negative binomial distribution (hurdle regression anal-

ysis) to predictConformity Index scores. The fixed-effects predictors were StimulusType (REAL|GAN), Stim-

ulus Gender (Male|Female), the Judgment (Fake|Real), and their interactions with Group (Knowledge|

NoKnowledge), the Attractiveness, the Gender (Female|Male) and Age of the participants. The Participant
8 iScience 25, 105441, December 22, 2022
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Figure 6. Conformity results of Study 3

Conformity Index scores for the two groups. The index was averaged across StimulusType and Stimulus Gender, each dot

representing a participant. Smaller values indicate higher conformity, with zero indicating maximal conformity (i.e., the

participant just copied the choice of the face); Higher values indicate lower conformity.
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and Image IDs were used as random-effect intercepts. The same model definition was used for the zero-

inflated component. For the conditional model, none of the parameters were significant. For the zero-in-

flated component, Judgment was significant (Odd Ratio = 1.25, SE = 0.10, p=0.005, 95% CI = [1.07, 1.45])

suggestingmoreConformity Index values equal to zero (i.e., maximal conformity) to faces that were judged

to be real than to those judged to be fake (Figure 7), thus confirming the results that we also observed in

Study 2. We further observed a significant interaction between StimulusType and Group (OR = 0.79, SE =

0.08, p=0.025, 95%CI = [0.65, 0.97]), and a significant interaction between Judgment andGroup (OR = 0.80,

SE = 0.09, p=0.034, 95% CI = [0.65, 0.98]). To further characterize the interactions, we ran two GLMMs to fit

the data of the two groups separately. This analysis revealed that, for the zero-component, Judgment of

realness significantly predicted the Conformity Index for the Knowledge group (OR = 1.25, SE = 0.10,

p=0.004, 95% CI = [1.07, 1.46]), but not for the NoKnowledge group (OR = 0.99, SE = 0.07, p = 0.933,

95% CI = [0.86, 1.15]), suggesting that the conformity toward faces believed to be real increased only

when participants knew that artificial faces were present (note that also in Study 2 participants were aware

of the presence of artificial faces). Furthermore, the zero-inflated Age predictor was significant in both

groups (Knowledge: OR = 2.01, SE = 0.53, p=0.008, 95% CI = [1.20, 3.37]; NoKnowledge: OR = 1.79,

SE = 0.51, p=0.043, 95% CI = [1.02, 3.13]), suggesting that the number of zeros, and consequently confor-

mity, increased with age in both groups. Finally, for the NoKnowledge group only, the zero-inflated Trust-

worthiness predictor was significant (Knowledge: OR = 0.96, SE = 0.06, p = 0.462, 95% CI = [0.85, 1.08]; No-

Knowledge: OR = 1.15, SE = 0.07, p=0.026, 95% CI = [1.02, 1.29]), suggesting that the number of zeros, and
Figure 7. Predicted zero-inflation probabilities of Conformity Index for Study 3

We ran a GLMM hurdle regression analysis to explain the Conformity Index. Because this is the zero-inflated component

of the model, higher values of probability associated with the Conformity Index would suggest a higher number of zeros

(i.e., maximum conformity). Please note that this is why the labels ‘‘High conformity’’ and ‘‘Low conformity’’ are inverted

with respect to Figures 4A and 6. We observed a significant interaction between Judgment and Group (OR = 0.80, SE =

0.09,p = 0.034, 95% CI = [0.65, 0.98]), suggesting that the Knowledge group only conformed more to the faces judged to

be real rather than fake. See main text and Figure 8 for more details. Error bars indicate 95% confidence intervals.

iScience 25, 105441, December 22, 2022 9



Figure 8. Estimated parameters of the hurdle analysis to predict the Conformity Index (Study 3)

(A) Estimated parameters for the conditional and zero-inflated components when the two groups (Knowledge and NoKnowledge) were used in the same

model. For the conditional component, Incident Rate Ratios (IRR) are reported, therefore a value of 1 indicates no contribution in predicting the Conformity

Index; a value significantly larger than 1 indicates that the parameter contributes to predicting higher values in the Conformity Index (i.e., lower conformity).

For the zero-inflated component, we report the odds ratio (OR), where a value of 1 indicates no contribution in predicting the Conformity Index. Note that in

this case the model predicts the probability of observing zeros (i.e., maximal conformity); a value significantly larger than 1 indicates that the parameter is

contributes to predicting more zeros. For example, for the Group parameter we observed a value significantly larger than one. This suggests that more zeros
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Figure 8. Continued

were observed for the NoKnowledge group than for the Knowledge group (the reference level), suggesting more conformity was associated with the

NoKnowledge group.

(B and C) Panels (B and C) show the estimated parameters for the Knowledge and No Knowledge groups, respectively. Error bars indicate 95% confidence

intervals.
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consequently conformity, increased with the level of Trustworthiness of the faces, but only in the

NoKnowledge group (Figure 8; see Table S5 for both groups; Table S6 for the Knowledge group; and

Table S7 for the NoKnowledge group). For an overview on the sensitivity and the positive predictive value

for this experiment, please refer to section 5 of the Data S1 file.

Study 3 therefore showed that the informational context within which people encounter artificial faces and prior

knowledge of their presence impact trusting behavior in such social conformity settings. Overall, the NoKnowl-

edge group displayed greater conformity than the Knowledge group. Thus, in the absence of knowledge about

the presence of artificial agents, people displayed greater conformity. However, if theywere informed andmade

aware of their potential presence, trust and conformity was diminished.Moreover, only the Knowledgegroup, as

was the case in Study 2, tended to conformmore to faces that theybelieved tobe real, independently of stimulus

type, whereas the NoKnowledge group showed greater conformity in general.

Study 4: Pre-selecting faces increases the probability of misclassification

To validate and strengthen the motivations for our stimuli pre-selection, we ran another online study, Study

4, with a new sample (N = 116). For this study, the procedure was similar to that used in Study 1 and the

second part of Study 3, i.e., participants had to say whether a face was real or fake, but in this case, for

each participant, we randomly sampled 20 GAN faces and 20 REAL faces from the full pool of 100 GAN

and 100 REAL faces initially selected, meaning prior to the ‘‘stimuli selection procedure’’ (see section 2.1

of the Data S1 file). This means that the stimuli could contain flaws, obvious errors, filters, faces with strong

make-up, etc. As for Study 1 and 3, we first computed the proportion of real for each stimulus type (see

descriptive plots in Figure 9). We predicted that flawed stimuli would have be considered less real than

the pre-selected GAN stimuli. We ran a new GLMM Logistic regression analysis to predict Judgment as

a function of the Preselection(Flawed|Preselected), StimulusType (REAL|GAN), the Stimulus Gender

(Male|Female), and the participant’s Gender and Age. We also included the interaction between Preselec-

tion and StimulusType, between Preselection and Stimulus Gender, between StimulusType and Age, be-

tween StimulusType and participants Gender, between the Stimulus Gender and theAge, and between the

Stimulus Gender and the participants Gender. As random-effects components, we included variation in the

intercept because of participants (Participant ID) and images (Image ID). We observed that Preselection

(OR = 1.64, SE = 0.32, p=0.012, 95% CI = [1.11, 2.40]), StimulusType (OR = 0.64, SE = 0.12, p=0.016, 95%

CI = [0.44, 0.92]) and Age (OR = 0.82, SE = 0.08, p=0.043, 95% CI = [0.68, 0.99]) significantly predicted par-

ticipants’ responses. Furthermore, we observed that the interaction between StimulusType and Preselec-

tion (OR = 1.57, SE = 0.36, p=0.045, 95% CI = [1.01, 2.45]) and between StimulusType and Age (OR = 1.50,

SE = 0.15, p < 0.001, 95% CI = [1.23, 1.81]) significantly predicted participants’ responses. To better char-

acterize the significant interactions, we ran two other GLMM Logistic regression analyses separately for the

Preselected and Flawed faces using the same predictors as before, but excluding the Preselection predic-

tor. For the Flawed faces, we observed a significant effect of Age (OR = 0.82, SE = 0.08, p=0.047, 95% CI =

[0.68, 1.00]), and interaction between Age and the StimulusType (OR = 1.49, SE = 0.15, p < 0.001, 95% CI =

[1.23, 1.81]). For the Preselected faces, we also observed a significant interaction between Age and Stim-

ulusType (OR = 0.75, SE = 0.07, p=0.004, 95% CI = [0.62, 0.91]); and Attractiveness (OR = 1.23, SE = 0.12,

p=0.038, 95% CI = [1.01, 1.49]) was also a significant predictor of participants’ responses. Note that we

could use Attractiveness only for the Preselected faces because we had not collected this measure for

the Flawed faces. The interaction between Age and StimulusType on both the Flawed and Preselected

face models can be appreciated in Figure S5 (bottom plot). These plots seem to indicate that the proba-

bility of classifying GAN faces as real increased with Age (see also Figure S4). All estimated predictors are

reported in Tables S14–S16). For an overview on the sensitivity and the positive predictive value for this

experiment, please refer to section 5 of the Data S1 file.

These results suggest that, as expected, GAN faces are easily classified as fake when they contain obvious

errors and flaws. Preselecting the stimuli in a principled way increased the probability that a GAN face

would be selected as real and eliminated the difference between GAN and REAL faces.
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Figure 9. Study 4. – Descriptive plots

(A) By-participant boxplots. We used the same procedure as in Study 1 and 3 to compute the proportion of real responses

for each subject (see Figure 3A). For each participant (i.e., each dot), we estimated the ‘‘Realness’’ (pRC) associated with

each StimulusType and category (Flawed and Preselected) by dividing the number of ‘‘real’’ responses by the total

number of faces within each category (N = 25). The Preselected stimuli were the faces selected during the stimuli selection

procedure (see section 2.2. of the Data S1 file), whereas the Flawed stimuli were the ones that were discarded during the

stimuli selection procedure.

(B) By-image boxplots. We used the same procedure as in Study 1 and 3 to compute the proportion of real responses for

each subject (see Figure 3B).
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Stimulus detection theory: Sensitivity and bias analysis across studies

To gain a better understanding of participants’ ability to detecting REAL and GAN faces, we also ran sensi-

tivity and bias analyses, but note that these were not pre-registered for any of the studies. A correct clas-

sification of a REAL face as real was considered a hit, and a correct classification of a GAN face as fake, a

correct rejection. The sensitivity index (d-prime or d’) was computed as the difference between the normal-

ized hit rate and the normalized false alarm rate (Macmillan and Creelman, 2004). This index gives an indi-

cation of how good participants were at detecting GAN and REAL faces. Positive values indicate good clas-

sification of the faces (REAL faces as real and GAN faces as fake); Negative values indicate bad classification

of the faces (REAL faces as fake and GAN faces as real); Values equal to zero indicate that participants were

not able to distinguish between the two stimulus types. The sensitivity index is an unbiasedmeasure, mean-

ing that it is not influenced by the decision criterion chosen by the participants while performing the task.

The bias or decision criterion (c) index, which indicates a participant’s tendency to be liberal (i.e., to say real)

or conservative (i.e., to say fake) in their responses, was computed as the midpoint between the normalized

hit and false alarm distributions multiplied by minus 1. Therefore, a value of zero indicates no bias or ten-

dency to say real or fake. Values greater than zero indicate a tendency to be conservative, i.e., to say fake

more often; Values smaller than zero indicate a tendency to be liberal, i.e., to say realmore often. We exam-

ined the sensitivity (Figure 10) and bias indices (Figure 11) in Study 1, Study 3 and Study 4 where participants

had to classify faces.

First, we examined whether the indices differed from zero using a one-sample t-test. In Study 1, we

observed a very small but significant negative result for d-prime (Mean = �0.13, t105.00 = �2.54,

p=0.012, 95% CI = [�0.23, �0.03], Cohen’s d: �0.25) and a medium significant negative result for the cri-

terion used (Mean = �0.36, t105.00 = �7.12, p < 0.001, 95% CI = [�0.46, �0.26], Cohen’s d: �0.69), suggest-

ing that participants tended to misclassify the faces (i.e., classified GAN faces as real and REAL faces as

fake), but in general tended to say that faces were real.

In Study 2, for the Knowledge group, we observed a very small but significant positive result for d-prime in

the Knowledge group (Mean = 0.15, t114.00 = 2.70, p=0.008, 95% CI = [0.04, 0.26], Cohen’s d: 0.25) and no

significant difference for the NoKnowledge group (Mean = 0.05, t115.00 = 0.96, p = 0.338, 95% CI = [-0.05,

0.14], Cohen’s d: 0.09). However, we did not see a significant difference between the two groups when they

were directly compared using an independent sample t-test (Mean1 = 0.15, Mean2 = 0.05, Difference =

0.11, t222.10 = 1.45, p = 0.150, 95% CI = [�0.04, 0.25], Cohen’s d: 0.19). Furthermore, for the Knowledge

group, we observed a medium significant negative result for the criterion used in the Knowledge group

(Mean = �0.26, t114.00 = �7.23, p < 0.001, 95% CI = [-0.33, �0.19], Cohen’s d: �0.67) and a medium
12 iScience 25, 105441, December 22, 2022



Figure 10. D-prime

(A–C) Distribution of d-prime index in the three Studies: (A) Study 1; (B) Study 3, with the Knowledge and NoKnowledge

groups separated; (C) Study 4, with the sampling method separated. Each dot represents a participant in Study 1 and 3; In

Study 4, each pair across sampling method represent a participant.
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significant negative result for the NoKnowledge group (Mean = �0.28, t115.00 = �7.47, p < 0.001, 95% CI =

[-0.36, �0.21], Cohen’s d: �0.69). We did not see a significant difference between the two groups for the

criterion used (Mean1 = �0.26, Mean2 = �0.28, Difference = 0.02, t228.71 = 0.38, p = 0.707, 95% CI =

[�0.08, 0.12], Cohen’s d: 0.05). These results seem to indicate that even if both groups used a similarly lib-

eral criterion, the Knowledge group tended to classify the faces correctly (i.e., GAN faces as fake and REAL

faces as real).

Finally, in Study 4, we observed a small significant positive result for d-prime in the Flawed condition (Mean =

0.30, t104.00 = 4.39, p < 0.001, 95% CI = [0.17, 0.44], Cohen’s d: 0.43) and no significant difference for the Prese-

lected condition (Mean = 0.05, t104.00 = 0.76, p = 0.450, 95% CI = [�0.08, 0.18], Cohen’s d: 0.07); The difference

between the two conditions was significant (Difference = 0.36, t104.00 = 9.16, p < 0.001, 95% CI = [0.28, 0.44], Co-

hen’s d: 0.89). Furthermore, we observed no significant difference for the criterion used in the Flawed condition

(Mean = 0.01, t104.00 = 0.33, p = 0.744, 95% CI = [�0.07, 0.09], Cohen’s d: 0.03) and a large significant negative

result for the Preselected condition (Mean=�0.35, t104.00 =�8.81, p < 0.001, 95%CI = [�0.43,�0.27], Cohen’s d:

�0.86). We also observed a large significant difference when the two conditions were directly compared using a

paired t-test (Difference= 0.36, t104.00 = 9.16, p < 0.001, 95%CI = [0.28, 0.44], Cohen’s d: 0.89). These results seem

to indicate that faces that were randomly selected could be easily and correctly classified, most likely because

faces with clear flaws were also sampled; on the other hand, the faces that were selected in a principled way (i.e.,
Figure 11. Bias

(A–C) Distribution of criterion (bias) index in the three Studies: (A) Study 1; (B) Study 3, with the Knowledge and

NoKnowledge groups separated; (C) Study 4, with the sampling method separated. Each dot represents a participant in

Study 1 and 3; In Study 4, each pair across Stimuli (Flawed and Preselected) sampling methods represents a participant.
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same stimuli used in Study 1, 2, and 3) could not be discriminated.Of interest, the two conditions also differed for

the criterion used, with participants being unbiased in the Flawed condition, suggesting that it was easier to

discriminate between GAN and REAL faces, and participants exhibited a liberal bias in the Preselected condi-

tion, as observed in the previous studies.
DISCUSSION

Across three online studies, we investigated how people perceive and process artificial faces and the

ensuing social consequences. GAN faces were more likely to be perceived as real than actual REAL faces,

a finding that is consistent with a recent study using similar stimuli to ours (Nightingale and Farid, 2022).

Moreover, people’s perception of the realness of GAN faces made themmore likely to conform, indicating

higher trust, to faces that they had judged to be real, rather than to REAL faces per se. Lastly, informing

people about the existence and presence of GAN faces erodes trust, yet people still conformmore to faces

they judge to be real, rather than to REAL faces per se. Our results offer novel insights into how such images

are perceived as real and why, as well as on how their social use may influence behavior.

What makes GAN faces more real than REAL faces? Some of the observed variance in judgments of realness

could be explained by the intrinsic characteristics of GAN faces per se. For example, perceived attractiveness

negatively predicted realness judgment, because faces that were rated as less attractive were also rated as

more real. Less attractive faces might be consideredmore typical. According to the norm-based face space the-

ory (Valentine, 1991), the typical face has a special status and it is used as a reference to which all faces are eval-

uated. Therefore, these stimuli would look more real because they are more similar to mental templates that

people have built from instances of faces seen in everyday life. Although in general typical faces are assumed

to be more attractive (Rhodes, 2006), it was recently shown that attractiveness ratings decreased for faces closer

to the typical face (Sofer et al., 2015). However, attractiveness could only explain some of the variance in judg-

ment; stimulus type alone (GAN vs REAL) could still explain judgment when attractiveness was held constant

across our two stimulus types. Although partly explained by stimulus features, the perceived realness of faces

is also in the mind of the beholder insofar the participants’ social cognition and face processing traits, included

as control variables in our analysis, also influenced performance. For a more in-depth discussion on the role of

individual differences, refer to section 4.1 of the Data S1 file.

Nightingale and Farid (2022) recently showed that GAN faces are indistinguishable from real faces in terms

of their realness. In our studies, we were mostly interested in investigating the characteristics that lead to a

face being perceived as real and, in particular, whether GAN faces were perceived to be more real than

REAL faces. Another interesting question was about participants’ performance in classifying the two stim-

ulus types across studies and conditions. To answer this question, we used signal detection theory (Mac-

millan and Creelman, 2004). Across studies, participants either misclassified, i.e., d-prime was on average

significantly less than zero (Study 1) or were unable to classify, i.e., d-prime was not significantly different

from zero (Study 3, NoKnowledge group; Study 4, Preselected condition) the two stimulus categories. In

other words, the GAN faces were either considered more real or as real as the REAL faces. If participants

were told that there were fake faces present (Study 4, Knowledge group) or faces with flaws were included

(Study 4, Flawed condition) in the experiment, then participants’ performance in classifying stimulus types

was significantly improved, i.e., d-prime was significantly larger than zero (Figure 10). The decision criterion

remained stable across experiments (i.e., participants tended to say that faces were real in general), except

in the Flawed condition of Study 4, where this bias was not significantly different from zero (Figure 11).

These results could stem from the rigorous pre-selection process we applied to the stimulus set rather than

reflecting an inherent characteristic of GAN faces. To validate these findings with highly realistic examples

of GAN technology, in Study 4 we investigated whether we would obtain the same results when partici-

pants are exposed to randomly sampled GAN and REAL faces from a pool of more and less realistic-look-

ing stimuli. Our results indicated no such bias, and if participants were exposed to more obviously flawed

GAN faces, they considered REAL faces to be more real than GAN faces, as one would expect from the

literature investigating computer-generated faces (Balas and Horski, 2012; Carlson et al., 2012; Kätsyri,

2018; Matheson and McMullen, 2011). We specifically preselected the best examples that the algorithm

can generate for two reasons. First, because only highly realistic faces are most likely to be used for mar-

keting or by actors with malicious intent that aim to deceive users; these are thus most relevant to our cur-

rent social climate. Second, because GAN technology continues to advance at such a rapid pace, a study of
14 iScience 25, 105441, December 22, 2022
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flawed GAN faces would quickly become obsolete because updated algorithms would leapfrog and cor-

rect for such flaws, as already observed (Vincent, 2018).

In all studies, the ageof the participants interactedwith StimulusType, suggesting that older participants tended

to say that GAN faces weremore real than the REAL faces, and did somore often than younger participants (see

Figures S4 and S5; See also Table S17). This pattern highlights theways inwhichdigital natives (people born after

1980) and digital immigrants (people born before 1980) may engage differently with technology, newmedia and

the types of information conveyed (Prensky, 2001). Although it makes sense to consider digital natives and im-

migrants along a continuum rather than as a rigid dichotomy, digital fluency and engagement with information

technology can be influenced by a range of factors besides age, also including other demographic characteris-

tics, as well as psychological factors, social influence, and actual use of digital technologies (Wang et al., 2013).

For the present studies we did not collect any data related to these other factors. Our findings are also broadly

consistent with recent research showing that older adults are especially susceptible to misinformation and fake

news, for reasons that have to do with their digital (il)literacy (Brashier and Schacter, 2020) and diminished ability

to detect deception (Ruffman et al., 2012; Stanley andBlanchard-Fields, 2008).Given howgullible humans are, as

research on desirability (Tappin et al., 2017) and confirmation biases showcases (Nickerson, 1998), advances in

information technology and its capability for micro-targeting makes the further investigation of individual differ-

ences essential for understanding how humans can become more resilient to online misinformation and

misleading content.

Limitations of the study

A relevant limitation of our study is that we could not fully characterize the variance observed in the participants’

judgment and conformity. Our main aim was to investigate how GAN faces are perceived in relation to REAL

faces and the behavioral consequences associated with it, but we also wanted to explain the reasons behind

participants misclassifying the faces, either because of individual characteristics or image properties. We

collected questionnaires and used indices (AQ, PI, TAS; see Section 2.7.1. of Data S1 file) to individuate three

potential individual characteristics and explain someof the observed variance in the judgment, but they seemed

not to have a significant influence on it (we only observed that TAS positively influenced the confidence). For the

imageproperties, weobserved that the attractiveness seems to have an important influence on realness percep-

tion, because this was significant across the studies for the realness task, but was not consistent for the confor-

mity task. The expressiveness and the trustworthiness were not significant predictors either.

We had not predicted that the age and the gender of the participants could play an important role in the

participants’ judgment, but we did observe an interaction between the age and the stimulus type that we

believe is worth investigating in future studies, because certain categories of participants might be more

vulnerable to new technologies.

Conclusion

In general, we tend to over-attribute animacy to our surrounding world, including to inanimate objects, for

evolutionary advantageous reasons (Guthrie, 1993). Animacy judgments on faces at least partly rely on the

holistic processing of the whole face (Tanaka and Farah, 1993; Young et al., 1987), rather than individual

features. For decades the literature on computer-generated faces struggled with the uncanny valley effect

(Geller, 2008), but today’s GAN faces are clearly past that point, as our evidence suggests. In addition to

technological advances, the cultural context is also shifting, because virtual characters exert an ever ex-

panding social and cultural influence through social media, as the example of Lil Miquela and her 2.5

million followers can attest. Moreover, from 2016 onwards, the introduction of the term ‘‘alternative facts’’,

the spread of fake news in social media (Vosoughi et al., 2018), and the ever-increasing use of bots in po-

litical and social campaigns (Llewellyn et al., 2019; Shao et al., 2018) have shifted the socio-political land-

scape from being primarily truthful to being potentially deceptive. This current context of ‘‘fake news’’

seems to counteract our truth-default state that is our tendency to believe others (Levine, 2014). The po-

tential for widespread activity of ‘‘fake agents’’ poses the question of how much their presence and activity

can alter our truth-default state, eventually eroding social trust. As our Study 3 indicates, possessing knowl-

edge about the presence of fake agents does decrease conformity and trust. This knowledge in itself seems

to have a positive effect, making people more suspicious and reluctant to trust in an environment where

fake agents operate. However, our research reveals that there are situations in which these fake agents

are also the ones more likely to be perceived as real, hence trustworthy, pointing to the complex social con-

sequences that generative technology and its (mis)use may have.
iScience 25, 105441, December 22, 2022 15



ll
OPEN ACCESS

iScience
Article
Against this cultural and technological background, several new questions arise for future investigations

into the types of social information conveyed by GAN faces, such as intelligence, reputation and how

they influence viewers across different social contexts. In times when the ground-truth of facts is questioned

and our capacity for the production and manipulation of images is exponentially augmented, scientific ef-

forts aimed at restraining the spread of misinformation should continue to focus on how we perceive real-

ness and truthfulness. Given the accelerating development of such imaging technologies, their growing

presence in the media and the current culture of misinformation in society, such questions should spur

interdisciplinary investigations and provide data relevant for policy making.
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Kätsyri, J. (2018). Those virtual people all look the
same to me: computer-rendered faces elicit a
higher false alarm rate than real human faces in a
recognitionmemory task. Front. Psychol. 9, 1362–
1412. https://doi.org/10.3389/fpsyg.2018.01362.

Kress, T., and Daum, I. (2003). Developmental
prosopagnosia: a review. Behav. Neurol. 14,
109–121. https://doi.org/10.1155/2003/520476.

Levine, T.R. (2014). Truth-default theory (TDT): a
theory of human deception and deception
detection. J. Lang. Soc. Psychol. 33, 378–392.
https://doi.org/10.1177/0261927X14535916.

Llewellyn, C., Cram, L., Hill, R.L., and Favero, A.
(2019). For whom the bell trolls: shifting troll
behaviour in the twitter brexit debate.
J. Commun. Media Stud. 57, 1148–1164. https://
doi.org/10.1111/jcms.12882.

Loeys, T., Moerkerke, B., De Smet, O., and
Buysse, A. (2012). The analysis of zero-inflated
count data: beyond zero-inflated Poisson
regression. Br. J. Math. Stat. Psychol. 65, 163–180.
https://doi.org/10.1111/j.2044-8317.2011.
02031.x.

Looser, C.E., andWheatley, T. (2010). The tipping
point of animacy. Psychol. Sci. 21, 1854–1862.
https://doi.org/10.1177/0956797610388044.
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KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Preprocessed data This paper https://osf.io/9t3sy/files/osfstorage/Scripts/DS_AllStudies.R

Stimuli This paper https://osf.io/9t3sy/files/osfstorage/Stimuli.rar

Example of stimuli anomaly This paper https://osf.io/9t3sy/files/osfstorage/Examples of stimuli

anomalies.pdf

Software and algorithms

R version 4.1.1 (2021-08-10) R Project https://www.r-project.org/

Prolific Prolific Prolific.co

Qualtrics Qualtrics Qualtrics.com

Gorilla Gorilla Gorilla.sc

Matlab 2019b Mathworks, Inc Mathworks.com

Gimp 2.10.18 Gimp Gimp.org

R Studio version 2021.09.0 Build 351 RStudio https://www.rstudio.com/

Scripts for analyses This paper https://osf.io/9t3sy/files/osfstorage/Scripts/A03_MainAnalyses_

iScience.Rmd

Details of the analysis This paper https://osf.io/9t3sy/files/osfstorage/GAN_AnalysesList_

iScience_OSF.xlsx

Software used This paper https://osf.io/9t3sy/files/osfstorage/Software.pdf

Other

REAL faces Flickr-Faces-HQ github.com/NVlabs/ffhq-dataset

GAN faces This Person Does Not Exist thispersondoesnotexist.com
RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the lead con-

tact, Raffaele Tucciarelli (rtucciarelli@gmail.com).
Materials availability

This study did not generate new materials.

Data and code availability

d All data and statistical analyses that support the findings of this study are publicly available in Open Sci-

ence Framework at https://osf.io/9t3sy/files/osfstorage.

d Preprocessed data have been deposited at OSF.io and are publicly available as of the date of publica-

tion. Accession numbers are listed in the key resources table.

d Stimuli have been deposited at OSF.io and are publicly available as of the date of publication. Accession

numbers are listed in the key resources table.

d Examples of stimuli anomaly have been deposited at OSF.io and are publicly available as of the date of

publication. Accession numbers are listed in the key resources table.

d All original code has been deposited at OSF.io and is publicly available as of the date of publication.

DOIs are listed in the key resources table.

d Details of the analysis have been deposited at OSF.io and are publicly available as of the date of publi-

cation. Accession numbers are listed in the key resources table.
iScience 25, 105441, December 22, 2022 19

mailto:rtucciarelli@gmail.com
https://osf.io/9t3sy/files/osfstorage
https://osf.io/9t3sy/files/osfstorage/Scripts/DS_AllStudies.R
https://osf.io/9t3sy/files/osfstorage/Stimuli.rar
https://osf.io/9t3sy/files/osfstorage/Examples%20of%20stimuli%20anomalies.pdf
https://osf.io/9t3sy/files/osfstorage/Examples%20of%20stimuli%20anomalies.pdf
https://www.r-project.org/
https://www.rstudio.com/
https://osf.io/9t3sy/files/osfstorage/Scripts/A03_MainAnalyses_iScience.Rmd
https://osf.io/9t3sy/files/osfstorage/Scripts/A03_MainAnalyses_iScience.Rmd
https://osf.io/9t3sy/files/osfstorage/GAN_AnalysesList_iScience_OSF.xlsx
https://osf.io/9t3sy/files/osfstorage/GAN_AnalysesList_iScience_OSF.xlsx
https://osf.io/9t3sy/files/osfstorage/Software.pdf


ll
OPEN ACCESS

iScience
Article
d A list of the software used has been deposited at OSF.io and is publicly available as of the date of pub-

lication. DOIs are listed in the key resources table.

d Any additional information required to reanalyze the data reported in this article is available from the

lead contact on request.

Correspondence with questions and requests for materials should be addressed to R.T. (rtucciarelli@gmail.

com) or M.T. (Manos.Tsakiris@rhul.ac.uk).
EXPERIMENTAL MODEL AND SUBJECT DETAILS

The four main studies were conducted online by recruiting human participants using the Prolific platform

(Prolific.co). All studies were approved by the Royal Holloway, University of London, Ethics Committee. Par-

ticipants were informed about the study and gave their written consent before the beginning of the

experiment.
Participants of study 1

An a priori power analysis using pilot data (section 2.5 of the Data S1 file) determined the recruitment of

at least 116 participants. We began by collecting 122 participants to account for exclusions. Six were

excluded beacuse of failed attention checks or too many missing trials; nine people were excluded

because they responded real to all pictures. Although these can be genuine responses, these partici-

pants were removed because they would not add any informative variance to the analysis. The final sam-

ple consisted of 107 individuals (58 women, 48 men; one participant chose the ‘‘Other’’ option; age: M =

28.18, SD = 9.62).
Participants of study 2

We invited the same participants who already took part in Study 1, to participate in our conformity study

(Study 2). Seventy-three of them responded to our invitation. Nine participants were excluded because

of failed attention checks or too many missing trials, thus our sample consisted of 64 participants. Subse-

quently, three participants were further removed because they always (i.e., for all trials) copied the number

at the top of the screen (which is the estimated number of letters displayed, supposedly provided by the

person they saw on the photo) instead of attempting to provide their own estimate. In addition, 10 partic-

ipants were removed because they were previously excluded from Study 1 as outliers. Following this, the

final analyses were conducted on 55 participants (31 women; age: M = 29.1, SD = 9.86) in total. Participants

(N = 8) were excluded if they failed two or more attention checks (e.g., instruction to respond by typing a

specific number) or missed more than 5% of the trials.
Participants of study 3

Participants were divided into two groups: Knowledge and NoKnowledge. The subsequent analyses were

conducted on 232 participants (81 women; one participant chose the option ‘‘other’’; age: M = 26.38, SD =

9.80), 116 per group. Participants first performed the Conformity task (as in Study 2) followed by the Real-

ness task (as in Study 1). They were given the definitions of Real and Fake faces (as in Study 2) at different

stages of the experiment depending on the group. Participants were not informed of the proportions of

each category of faces but were incentivized with a bonus for accuracy.
Participants of study 4

We recruited a sample of 122 participants. After rejections because of failed attention checks, we retained

116 participants (38 women; age: M = 24.84, SD = 7.59). Participants were excluded if they failed two or

more attention checks or missed more than 5% of the trials. The study was hosted on Gorilla platform

(gorilla.sc).
20 iScience 25, 105441, December 22, 2022
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Participants’ summary

Study Group N Mean Age (SD) Tasks Main analysis

Study 1 107 (58 women) 28.18 (9.62) 1. Realness task

2. Questionnaires

GLMM Logistic (Binomial distribution)

Study 2 [Subgroup of Study 1] 55(31 women) 29.1 (9.86) Conformity task GLMM hurdle (Negative binomial distribution)

Study 3 Knowledge 116 (44 women) 26.71 (10.2) 1. Conformity Task

2. Realness task

1. GLMM hurdle

2. GLMM Logistic

NoKnowledge 116 (37 women) 26.09 (9.04) 1. Conformity Task

2. Realness task

1. GLMM hurdle

2. GLMM Logistic

Study 4 116 (38 women) 24.84 (7.59) Realness Task GLMM Logistic
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METHOD DETAILS

Stimuli generation and selection

The algorithms which produce generative adversarial network (GAN) faces are being developed and up-

graded at a very fast pace. Supplying increasingly more realistic-looking faces, they could be used to

fool people into assuming that GAN faces depict real people. With this in mind, we aimed to investigate

the most advanced examples of faces that the algorithm can currently produce, to avoid our findings

becoming obsolete with its development.

When selecting GAN faces to use in our studies, we included faces without obvious rendering errors (e.g.,

see Mcdonald, 2018); for example, blurry teeth, unnatural asymmetries, not well rendered objects (e.g.,

glasses, earrings, etc.), which are clearly visible to the naked eye. This was done to minimize the role of

salient flaws, because people’s ability to detect obvious computer-generated images as fake has already

been established elsewhere (Balas and Horski, 2012; Carlson et al., 2012; Kätsyri, 2018; Matheson and

McMullen, 2011). This study thus investigated how we process state-of-the-art GAN faces, produced by

StyleGAN algorithm (thispersondoesnotexist.com) in comparison to REAL faces which were taken from

the Flickr-Faces-HQ (available at github.com/NVlabs/ffhq-dataset). We chose these real faces because

they were the source images used to train the algorithm, possessing the same biases, and are thus most

closely comparable. For further details on the stimulus generation and selection, please refer to sections

2.1, 2.2 and 8 of the Data S1 file.

Before Study 1 we conducted three Stimuli Validation studies, each estimating the intensity of a specific

trait expressed in each of the faces we used. We asked three different groups of participants to estimate

how attractive (NA = 31), trustworthy (NT = 30) and expressive (NE = 30) they find both REAL and GAN faces,

respectively. For more details, see section 2.4 of the Data S1 file and Figure S1 of the Supplemental

information.
Methods summary

The two main dependent variables of interest across studies were: 1) the categorical Judgments (i.e., real/

fake) to the faces in the Realness tasks; and 2) the Conformity Index scores, indicating the amount of confor-

mity to a face, collected using a Conformity task. In Study 1, we asked participants to take part in a Realness

task. After this task, they were also asked to complete three questionnaires (see next paragraph question-

naires (Study 1)). In Study 2, a subset of participants that took part in Study 1 were asked to also participate

in the Conformity task. Finally, in Study 3, two new groups of participants (for Knowledge and NoKnowledge

condition respectively) were first asked to do the Conformity task and then the Realness task. All studies were

designed and hosted onQualtrics (qualtrics.com) or Gorilla (gorilla.sc). Participants were recruited via Prolific

(prolific.co). The three studies were pre-registered (Study 1: https://osf.io/5hswy; Study 2: https://osf.io/

hae8q; Study 3: https://osf.io/x85pr). Subsequently, we ran Study 4 in which participants took part adapted

version of the Realness task that aimed at validating our stimuli selection and our results.

Realness Task (Study 1, 3, 4)

Participants were instructed to judge if a face was real or fake. The instructions defined what was meant

by a real (‘‘images depicting genuine, unaltered faces of people’’) or a fake face (‘‘the face has been
iScience 25, 105441, December 22, 2022 21
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artificially generated by an algorithm and does not depict an existing person’’). One hundred faces (50

GAN and 50 REAL) were randomly presented on the screen with a white background. Each picture was

presented for 3 s only. This exposure time was chosen as a compromise to allow participant to see the

face for a sufficient amount of time, but not for too long, because we wanted to trigger a response for a

first impression view of the face. Participants then answered two-alternative forced choice (2AFC) ques-

tions with a key press and indicated their confidence by moving a slider on a continuous scale (from

0 ‘‘Low confidence/Guess’’ to 100 ‘‘High confidence/Certain’’). Four catch trials were used as attention

checks. Participants who failed two or more attention checks were excluded from the analysis. For Study

4, the procedure for the participants was identical except that the stimuli also included 100 faces (50

GAN and 50 REAL) that were discarded during the stimulus selection procedure (see section 2.1 and

2.10 of the Data S1 file).

Questionnaires (Study 1)

After the main task and in Study 1 only, participants completed the Autism Spectrum Quotient (Baron-Co-

hen et al., 2001), the Prosopagnosia index (Shah et al., 2015), and the Toronto Alexithymia Scale (Bagby

et al., 1994). We selected these traits given their role in face processing (Avidan et al., 2011; Behrmann

et al., 2006; Kress and Daum, 2003; Weigelt et al., 2012) and social cognition (Haxby et al., 2000; Jessimer

and Markham, 1997) (for details see section 2.7 of the Data S1 file). They also answered two questions

regarding their prior experience and knowledge of the existence of GAN faces (yes/no) and in what capac-

ity they had these experiences, if they answered ‘‘yes’’. We added this to account for possible effect of

different exposure levels on realness judgments. For details and reasons for choosing these question-

naires, see section 2.7 of the Data S1 file.

Conformity task (Study 2 and 3)

Participants took part in a modified version of the number of letter estimation task (Castelli et al., 2001). The

procedure of Study 2 is schematically summarized in Figure 4. Participants had to estimate the number of

letters presented on the screen at different densities. Importantly, at each trial and before each density

display, they saw one of the faces used in Study 1 (either a GAN or a REAL face) for 3 s; furthermore, after

the face disappeared and on top of the letter display, they were also provided with the estimate given by

that face for the same letter display. Participants decided if they wanted to use such an estimate as an an-

chor to provide their own estimate. They were informed that ‘‘real faces tried very hard to provide a correct

estimate’’, and therefore the number could be informative, but the number provided by GAN faces was

randomly generated by an algorithm, and therefore was not necessarily informative. Therefore, we implic-

itly asked participants to judge whether they believed a face was real or fake. To incentivize participants to

use all available information, we rewarded their accuracy on a random trial with a bonus. The letter displays

were generated using Matlab 2019b. The monitor was a Dell UP2516D (55.293 31.10 cm; 2560 3 1440 res-

olution; 0.2163 0.216 mm pixel pitch). Each display consisted of 200 letters As randomly distributed within

an imaginary circle. We varied the radius to generate 500 displays with 5 different densities to manipulate

the numerosity perception (Anobile et al., 2014). More specifically, 5 radii varied from 39 to 78 pixels (with

equal step). For each radius we generated 100 random displays by sampling the letter positions as Carte-

sian coordinate pairs from a normal distribution with mean zero and standard deviation equal to the radius.

To account for extreme locations, we repeated the sampling until all letter positions were within 3 standard

deviations from the mean of all position radii. The density of each display was computed as the number of

letter within a unit area divided by the unit area. Therefore, for each radius a letter could have appeared at

any angle of the circle and at any distance between the centre of the circle and the radius. In total, we

generated 500 displays (100 displays per radius) from where a display was randomly sampled at each trial

(N = 100 trials). The estimate on top of the letter display, that was supposedly given by the face displayed

just before, was actually a random number generated from a normal distribution with a mean of 200 (i.e.,

the number of actual dots in the display) and a standard deviation of 25. These values were chosen tomatch

the value used in Castelli et al. (2001). The sampled numbers were then rounded to the nearest integer

because the number of dots is an integer. The task involved seeing 100 faces (50 GAN and 50 REAL) and

4 attention check trials which were already included in Study 1, each for 3 s and had 10 s to provide their

estimate of the number of letters on the screen. It was divided into two blocks, with a 3-min break in be-

tween. In Study 3, participants were divided into the Knowledge and the NoKnowledge groups. Both

groups started with the Conformity task followed by the Realness task, but differed on the type of informa-

tion that they received at the beginning of the Conformity task. The Knowledge group was first given the

same definitions as in Study 1 followed by a paragraph to provide a social context: ‘‘Such technology of
22 iScience 25, 105441, December 22, 2022
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generating artificial faces of non-existing people can be used in various useful contexts (e.g. improve the

quality of old photos, generate new model images for commercial websites, etc.), but is also being used

with malicious intentions, such as generate fake social media profiles that could influence social and polit-

ical behavior. It is therefore important and timely to investigate how we process such faces’’. This was

added to reinforce the importance of the distinction in Realness and to effectively frame the Conformity

task. Participants were told that some of the faces had put a lot of effort to provide a good estimate of

the number of letters on the screen, others just responded randomly and that they had to ‘‘Use any infor-

mation available to you to consider whether a face has given an informative response that you may or may

not want to take on board’’. The sentence intended to heighten the participants’ awareness and effort in

gathering information from non-verbal cues of the faces, but was purposefully vague about what ‘‘cues’’

meant. This intended to increase ecological validity, where people might be aware of the existence of

fake faces (e.g. on social media), but are not told that the faces they are looking at might not be real.

The participants then proceeded to the Realness task. The NoKnowledge group did not receive any indi-

cation about the nature of the presented faces in the initial Conformity task. The only piece of information

provided was that some of the faces on the images tried to make good estimates, whereas others just re-

sponded randomly and that they should use all the information available to them, when estimating the

number of letters on the screen. After the Conformity task, we again introduced the definitions of Real

and Fake faces with social context and proceeded with the Realness task (see section 2.9 of the Data S1

file for further details).
QUANTIFICATION AND STATISTICAL ANALYSIS

You can see the planned analyses (see section Analysis Plan) for Study 1 at https://osf.io/5hswy; for Study 2

at https://osf.io/hae8q; and for Study 3 at https://osf.io/x85pr. We strictly followed the analysis plan that

what we stated in our pre-registrations, but please note that we realized that some of the analyses that

we originally planned were actually less appropriate for our types of data. We therefore added equivalent

but more appropriate analyses that mainly involved the use of generalized linear mixed models (GLMM).

We explicitly say when we use planned analyses or exploratory analyses through the manuscript. Also,

for transparency and to fulfill the pre-registration, we report and discuss the outcome of the planned

but inappropriate analyses in the Data S1 file (section 2.6).
Analyses for the realness task (study 1, 3, and 4)

The main aim of this analysis was to identify the best predictors of the participant’s judgment, meaning

saying whether a face was real or fake. Our main focus was on the StimulusType (either a REAL or a GAN

faces), therefore one of our questions was whether we could predict the response of participants based

on the presented face while controlling for other potentially confounding factors. Because the experi-

mental design required the presentation of different exemplars (i.e., individual faces) of a same category

(i.e., either GAN or REAL face) to each participant, we used generalized linear mixed models (GLMM)

that included the participants and the images as random effects to control for variations related to these

two components. This is a good procedure when one wants to draw inferences that generalize across

participants and stimuli avoiding the biases because of averaging, inflating Type I Error (Judd et al.,

2012). Because we also planned ANOVAs to analyze these data, our main dependent variable was the

participants’ judgment (either real or fake) which is a dichotomous variable. We therefore used a

GLMM Logistic regression analysis with a binomial distribution. Our main model included the Stimulus-

Type (REAL|GAN), the Stimulus Gender (Male|Female), the participants’ Age and Gender, and the inter-

action between the StimulusType and the participants’ Age and Gender; but we also ran models that

included characteristics of the faces (Attractiveness, Expressiveness, and Trustworthiness) and, for Study

1 only, the indices from the three questionnaires (AQ, PI, TAS). For Study 3, we additionally included the

Group (Knowledge|NoKnowledge) as a predictor for the participants’ judgment and its interaction with

the StimulusType and the Stimulus Gender. To further characterize the latter interactions, we fitted two

models using the two group dataset separately. As random-effect components, we included variation in

the intercept because of participants (Participant ID) and images (Image ID). The R version of these

models can be seen in the Excel file GAN_AnalysesList_iScience_OSF.xlsx at https://osf.io/9t3sy/files/

osfstorage. Estimated parameters will be provided as Odd Ratio (OR), which quantify the odds that a

parameter level can predict the outcome relative to a baseline level. An OR = 1 indicates that the param-

eter is not significant.
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Exploratory analysis

We computed two main indices to quantify the realness associated to an image (proportion of real re-

sponses associated to an image, or pRI) or to a stimulus category (proportion of real responses associated

to a stimulus category, or pRC). For each image, pRI was computed by counting the number of participants

that classified the image as real divided by the number of participants. For each participant, pRC was

computed by counting the number of times a participant said that a stimulus category was real divided

by the number of images in a category (N = 25 repetitions for each combination of StimulusType and

Gender). Four one-sample t-tests were used to test the null hypothesis that the pRI means were 0.5, indi-

cating that on average people responded randomly. Similarly, four one-sample t-tests were used to test the

null hypothesis that the pRC means were 0.5, indicating that on average people responded randomly.
Analyses for the Conformity task (study 2 and 3)

For each participant, the amount of conformity associated to each face was quantified using theConformity

Index, that was computed as the absolute difference between the estimate number provided (i.e., the one

on top of the letter array that indicated the estimate supposedly given by the current face) and the partic-

ipants’ responses (Castelli et al., 2001; Vaes et al., 2003). The main aim of these analyses was to identify the

best predictors that could explain the observed variance of the Conformity Index. More specifically, in our

pre-registration of Study 2, we originally hypothesized that the GAN faces would have been associated with

smallerConformity Index values, indicating higher levels of conformity, than REAL faces, because in Study 1

GAN faces were generally considered more real than REAL faces. In the pre-registration of Study 3, and

based on the results of Study 2, we planned to also investigate the role of the participants’ judgment in

explaining the observed conformity levels. In fact, we reasoned that what it counts is just how participants

would perceive the realness associated with an image, rather than the actual type of stimulus. Note that

also for these analyses, we originally planned ANOVAs, but subsequently realized that these were less

appropriate analyses to use, as discussed above (Judd et al., 2012). We therefore decided to use the

GLMM regression analyses for the Conformity task, but we also report the results of the planned

ANOVA in the Data S1 file (see sections 3.2.1. and 3.3.1.) for transparency.

The Conformity Index has a lower bound of zero, indicating maximal conformity. Therefore, small Confor-

mity Index values suggest higher conformity, meaning that the observed face was trusted sufficiently to

propose an estimate that was similar or identical to the one suggested by the face. We used a GLMM

with a negative binomial distribution, or hurdle analysis (Loeys et al., 2012), to explore which predictors

(i.e., Judgment, StimulusType, Stimulus Gender) could explain the observed Conformity Indices. The stim-

ulus characteristics (Attractiveness, Expressiveness, Trustworthiness, Stimulus Age, Face angle, Smile), the

participant Age and Gender, and the interactions between Age and StimulusType, Stimulus Gender, and

Judgment were also used as confounding predictors. For Study 3 we also added the Group (Knowledge|

NoKnowledge) as a predictor of interest. A negative binomial regression was used because the CI was posi-

tively skewed and bounded at zero (N = 415 zeros out of 5427). This indicated that violations of the multiple

linear regression assumptions were likely (Bolker et al., 2009) and over-dispersion might have occurred,

meaning that the variance of the distribution was likely to become larger than the mean as this increased

(Loeys et al., 2012). Note that in our study, the zeros were not because of sampling (i.e., missing responses),

but were informative of the underpinning process, indicating absolute conformity or just plain copying of

the estimate. The hurdle analysis takes into account the presence of such zeros by defining twomodel com-

ponents: 1) The conditional model that fits only values larger than zeros to explain conformity from high

(smallConformity Index values) to low (highConformity Index values); 2) The zero-inflatedmodel that treats

the data binary, indicating whether a participant would conform (Conformity Index = 0) or not (Conformity

Index> 0). See also the results section of study 2 for details.

The Analyses were conducted in R 4.1.1 (2021-08-10; R Core Team, 2021) and Matlab 2019b (MathWorks,

Inc.). The generalized mixed-models (GLMM) analyses were conducted using the glmmTMB package

(Bolker et al., 2009; Brooks et al., 2017). Nested models were compared using the likelihood ratio test

using the anova function. For summary and report of the fitting analysis, we used parameter (Lüdecke

et al., 2020) and report (Makowski et al., 2021) packages. For plotting the effect plots, we used the ggeffects

(Lüdecke, 2018) package. Effect sizes were computed using the effectsize (Ben-Shachar et al., 2020) pack-

age. For a complete list of the software used, please see the file Software.pdf in https://osf.io/9t3sy/files/

osfstorage.
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